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Chapter 1

Classical mechanics

In introductory courses, we have been taught classical mechanics and in particular Newton’s
second law. There are two other formulations of classical mechanics, which are equivalent to
the Newtonian formulation, namely the Lagrangian and Hamuiltonian formulations. In the
Newtonian formulation, the concept of force is essential, while in the other formulations, the
concept of energy is essential. These formulations are important in the transition to quan-
tum mechanics and in statistical mechanics. We recommend the classic textbook Classical
Mechanics [1] by Goldstein for a thorough treatment.

In this chapter, we derive Lagrange and Hamilton’s equations in a somewhat sloppy
fashion. We will do this by considering a simple example, but the results are valid under
very general conditions.

1.1 Lagrange’s equations

Consider a single particle moving in one dimension in a potential V(x). Newton’s second
law becomes
dV(x)
mi = - , 1.1
T (1.1)
where m is the mass of the particle and a dot means differentiation with respect to time t¢.
We next define the Lagrangian L of a particle, which is the difference between its kinetic

energy 1" and it potential energy V, i.e,
L = T-V. (1.2)

and their time derivatives ¢;. In our example, the Lagrangian becomes
1
L = imiQ - V(). (1.3)

Note that L is a function of the coordinate x and the time derivative &. Taking the partial
derivatives of L with respect to x and &, we obtain
oL

— = L 1.4
= mi (14
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oL dV(x)
— = — . 1.5
ox dx (15)
By differentiating the first of these equations with respect to ¢, we see that Newton’s equa-
tion (1.1) can be written as
d (0L oL
— (=) === 1.6
dt <0x> ox (16)

This is the Lagrange equation for a particle in one dimension. We have derived it for a very
simple mechanical problem, but the result can be generalized to any number of particles and
any number of dimensions. If we consider a system of N particles in three dimensions, we
need 3N coordinates to specify the positions of the particles. These coordinates are called
generalized coordinates and are denoted by q1, ¢o, ..., gsn *. The Lagrangian is then a function
of the coordinates q1, qs, ..., g3, their time derivatives ¢y, ¢o, ..., 35, and possibly ¢ explicitly,
ie. L(q,...,q3n,t). In condensed notation, we write L = L(q, ¢,t). There is one equation
for each coordinate ¢; and Lagrange equations are

d (oL _ oL
dt \9¢; ) 0Oq¢;

The Lagrange equations form a set of second-order differential equations.
If the Lagrangian is independent of one of the coordinates, g;, i.e. if
oL
Jyg;
then the corresponding coordinate ¢; is called a cyclic coordinate. Integration of Lagrange’s
equation then immediately gives

— 0, (1.7)

oL

04
Thus a cyclic coordinate leads to a conserved quantity. Conserved quantities result from
symmetries of the system.

- C. (1.8)

Example

We consider a single particle moving in a plane under the influence of a rotationally sym-
metric potential V(). The Lagrangian in cartesian coordinates is then given by

L = %m(i’Q—l—g)Q)—V(\/a:?ij?). (1.9)

L We can use any coordinates, cartesian coordinates, spherical coordinates...Hence the name generalized
’ )
coordinates.
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Using the relation between x and y, and r and 6

xr = rcost, (1.10)
y = rsinf, (1.11)

differentiation with respect to time yields:

i = 7Fcosf —rfsind (1.12)
y = 7sinf+rfcosh . (1.13)

Substituting Eqgs. (1.12) and (1.13) into Eq. (1.9), the Lagrangian in polar coordinates be-
comes

L = %m (7’“2 + r292) —V(r). (1.14)

Note that the 6 is a cyclic coordinate as it does not appear explicitly in the Lagrangian (1.14).
The corresponding conserved quantity is

oL _
o0

which is nothing but the z-component of the angular momentum.

mr26 (1.15)

1.2 Hamilton’s equations

Given the Lagrangian, we next define the conjugate momentum or generalized momentum p;
to a coordinate ¢; by

oL

o , 11
i o (1.16)

If ¢; is a usual cartesian coordinate, the generalized momentum is equal to the familiar
linear momentum of a particle. If ¢; is an angular coordinate, as in the example above, the
generalized momentum is the angular momentum.

The Hamiltonian H is defined as

In most cases, the Hamiltonian is the sum of the kinetic and potential energy H = T+ V. We
next show that H is a function of p; and ¢; and so can be interpreted as Legendre transform
of the Lagrangian. To this end, take the differential of the above equation

. . oL . oL
di = Zpid%’ + Z Gidpi — ) a—q.d%‘ - a_qd% (1.18)

7 ¢ % g



CHAPTER 1. CLASSICAL MECHANICS 9

Using the definition of the generalized momentum p;, we see that the first and third term
cancel and we are left with

. OL
MJZXMW—Z%Ww (1.19)

7 (2

Thus the differential of H is given in terms of the differentials of p; and ¢;, which shows that
H = H(p,q) in condensed notation. Using this fact, the differential of H becomes

oH oH

(2

Comparing Egs. (1.19) and (1.20), we obtain Hamilton’s equations

Op; = QZ

9q; - _pi

Notice that Hamilton’s equations are first order in time, but there are twice as many as
compared to Lagrange equations. The two sets of equations represent two equivalent ways
of describing the same physics.

Now reconsider the problem of a single particle moving in one dimension in a potential
V' (z). The linear momentum p is given by

OL

9 = M (1.21)

This implies that & = p/m. The Hamiltonian is then

H = px—L
2 2
_ b _ P
= 5 + V(x)
2
_ P
= 5 + V(x)
- T+V. (1.22)

Hence the Hamiltonian is the total energy of the particle. We have shown this for a very
simple example, but again it holds very generally for systems of many particles where we
are using any coordinate system we wish.
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Example

Reconsider the previous example. The generalized momenta p, and py corresponding to the
polar coordinates r and 6 follow from the Lagrangian (1.14) and the definition (1.16):

pr = mir, (1.23)
pe = mr’f. (1.24)
The Hamiltonian H can then be written as

H = pi+pf—L. (1.25)

Remember that H must be expressed in terms of p,, py, 7, and 6. Tt is therefore necessary
to solve Egs. (1.23) and (1.24) with respect to 7 and ¢ in order to eliminate these quantities
in L in favor of the p’s and the ¢’s. Using that 7 = p,/m and 6 = py/mr?, we obtain

1y 1 (5 D
H = m(pr+r2 - pr+r2 + V(r)

= S P2+ p—g +V(r). (1.26)
2m \""  r?
The Hamiltonian is again the sum of the kinetic and potential energy.
Hamilton’s equation for the the generalized momentum py becomes

.o_ o
Po = 20
= 0. (1.27)

Thus py is independent of time implying the time independence of mr20. We again identify
this as the z-component of the angular momentum.

Let us finally look at Hamilton’s equation for p,. We then have

oH _ _py OV
or mr3  Or
- (1.28)

Substituting the expressions for p, and py, and rearranging, we obtain

. ov
. 2 _ Yy
m(r—r@ ) =~ (1.29)
In order to interpret this equation, we need to find an expression for the right-hand side. To
this end, we write

r re, , (1.30)
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where e, is unit vector in the radial direction. This can be written as
e, = cosbe, +sinfe, . (1.31)

Differentiating r with respect to ¢, we obtain

r = re.+reé,
= re, +Orey, (1.32)
where
eg = —sinfe, + cosbe,, (1.33)

is a unit vector in the angular direction. Differentiating r with respect to time, we get

i = e (i —r6?) + eg(210 + 6r)

= e (7 — 0? ~——(r?0) . 1.34
e.(f—r )+e97‘dt( ) (1.34)

Using the equation of motion for py, i.e. that 726 is time independent, we see that the second
term vanishes. We then obtain

mi = ———e,, (1.35)

which is Newton’s second law in the radial direction.

Note that the dimension of the conjugate momentum depends on the corresponding coor-
dinate. If we are using cartesian coordinates, it has the well known dimension of mass times
velocity. In the above example, it has dimension of angular momentum. Hence the term
generalized momentum is appropriate.

1.3 Particle in external electromagnetic fields

Given the vector potential A and the scalar potential @, the electric and magnetic fields can
be written as

oA
E = -Vb- " (1.36)

B = VxA. (1.37)

We next show that the Hamiltonian

1
H = —(p—qA)+q®, (1.38)
2m
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where ¢ is the electric charge of the particles, gives the correct equation of motion. Hamilton’s
equations give

. oH
"L‘ oy
Opa
px_qAx
_ 1.
m— (1.39)
.o
Po = —oo
—qgA) 0A )
_ [ poaA)IA O (1.40)

m ox q% ’
and similiarly for the coordinates y and z, and the generalized momenta p, and p,. The first

equation shows that the generalized momentum p is different from the kinetic momentum
m = mv. The acceleration is given by the time derivative of Eq. (1.39):

mi = Py — 44
= Pz th .
0A, DA, 0A,. 0A,
= B . 1.41
P q(ax“ayy+azz+ &s) (L41)

We next rewrite the time derivative of the generalized momentum as

0A, .04, .0A, 0P
Dy = [ —q—. 1.42
Pa q<x8x +y8x +Z@x> Tor ( )
Inserting Eq. (1.42) into Eq. (1.41) and reorganizing, we obtain
i — 02 04, tals 04, 04, _ 0A, 04,
- YT e | T\ ar T Tay 9z oz
= ¢E; +q(yB. —B,) . (1.43)
This is simply the z-component of the Lorentz force
F = E+qvxB. (1.44)

Hence the Hamiltonian Eq. (1.38) gives Newton’s second law for a charged particle in an
external magnetic field. The replacement p — p — ¢A in the Hamiltonian is called minimal
substitution. We shall return to it in the chapters on field theory.

1.4 Calculus of variations

We will now discuss an alternative formulation of classical mechanics, namely a variational
formulation. Since calculus of variations is not restricted to classical physics, we discuss it
more generally. Ref. [3] provides a good introduction to variational methods.
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Let F(y(z),y'(x)) be a function of y(x) and y' 2, where y(a) = y; and y(b) = y». Consider
the integral I defined by

M = [ Fly)dr (1.45)

I is a function of a function, i.e. it is a functional. Generally, a functional receives a function
as argument and returns a number. The problem of variational calculus is to find a function
yo(x), which extremizes the integral I[y], and satisfying the boundary conditions y(a) =
and y(b) = y2. We next write an arbitrary function y(z) satisfying the boundary condition
as y(z) = yo(x) + oy(x), where oy is the deviation. Note that dy(a) = oy(b) = 0. We can
then write

b
Ilyo +dy] = / F(y,y)dx (1.46)
We next expand [ to first order in the deviation dy. This yields
b oF oF
o) ~ [ |Fona)+ 5] o)+ 51 oo ar.
a Y ly=yo Oy y'=y,

Using that 0y/(z) = (dy)" and integrating the last term in the brackets by parts, we obtain
1 bIOF
. +, [a—y
Since the variation is zero at the end points a and b, the boundary term vanishes. Since the

variation 0y is arbitrary, the integrand in 0/ must vanish identically, i.e.

oF d OF

0y ly=o  dz 0y’

d OF

y=yo  dz Y’

oF
1 ~ I —
Yo + 0y] [yo + oy

] oy(x)de (1.47)

oy

!
v =y,

Y=Yo

= 0. (1.48)

Y=Yo0

The function yo(x) must therefore satisfy the equation (1.48).

Note: We have derived a differential equation for a function F', with a single dependent
variable y(z). It can be easily generalized to a function F' = F(yy,ya, .., yn) of an arbitrary
number of dependent variables y;(z).

Note: We have extremized the integral I, but said nothing about the nature of the
extremum, i.e. whether it is a minimum, a maximum, or a saddle point. In order to
determine the nature of the extremum, we must look at the second-order variation 621,
which is found by expanding I to second order about yg(z):

I = Ig+0l+68T+ .. (1.49)

The sign of 621 determines the nature of the extremum.

2Qccasionally, F is also a function of = explicitly. The arguments clearly go through.
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Example

Let f(x) be an arbitrary function that satiefies f(a) = y; and f(b) = yo. The infinitesimal arc

length of the curve f(z) is given by ds = v/dx? + dy? = /1 + (dy/dx)*dz = /1 + (f')?dz

and the total arclength between the points (a, ;) and (b, ys) is therefore

L = /abds
— /ab,/1+(f’)2da:. (1.50)

The problem is to find the function that extremizes the distance between the two points
(a,y1) and (b,ys). The function is F' = /1 + (f’)?, which yields

oF

— =0 1.51
-0, (1.51)
oF !
— = S . (1.52)
3f 1 + (f/)2
The equation then becomes
d /
— L = 0, (1.53)
Sl RER VDR
Integration then gives
/
N (1.54)
L+ (f")?
where K is a constant of integration. Solving this equation with respect to f’ gives
C
' = f|—]. 1.55
/ ‘m (1.55)
Integration then yields

where K is given in terms of C' and K5 is a second integration constant. K; and Ky are
determined by requiring f(a) = y; and f(b) = yo. We see that the solution to the problem
is straight line.

In the discussion and example above, we wrote y = y(z). However, we could also
parametrize both  and y by a parameter, for example the arc length s. One would then
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Figure 1.1: Classical trajectory (solid curve - go(t)) and a deviating curve (dashed curve -

q(t))-

write F(y,x,y’,2',s), where z = z(s) and y = y(s). This yields ds = \/(2/)? + (¢/)?ds and
requires the simultaneous solution of two coupled equations (see Exercise 1.5.2).

We next use the result (1.48) in classical mechanics by chosing F' = L and y(z) = q(¢)
The boundary conditions y(a) = y; and y(b) = y, are replaced by ¢(ty) = qo and q(t1) = ¢1
The classical path and a deviation is shown in Fig. 1.1 in one dimension with ¢(t) = x(¢).

This immediately yields Lagrange’s equation ?

(- @)

In classical mechanics the functional [ is denoted by S and reads

Ste] = [ " Lig,d)dt . (1.58)

to

It is called the action. A classical particle is then following a path, which extremizes the
action. Since the extremum normally is minimum, the variational principle is alse called the
principle of least action.

1.5 Problems

1.5.1 Straight line as minimal distance between points I

Show that the straight line is actually a minimum.

3If there are N generalized coordinates and momenta, there are N coupled equations.
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1.5.2 Straight line as minimal distance between points 11

Reconsider the previous problem writing

My)as)) = [ F@(),5().2'(5).9/(9)ds (159

S0

where F' = \/(2/)? + (v')? and z(s9) = xo, x(s1) = x1, Y(so) = yo, and y(s1) = y;. Find
the functions x(s) and y(s) that extremize the above functional. Calculate the determinant
of the Hessian and conclude that the solution is indeed a minimum in agreement with the
previous exercise.

1.5.3 Extremal curves on a sphere - Great circles

Consider the two-sphere S? in three Euclidean dimensions. The metric on the sphere gives
rise to an arclength ds, which can be written as

ds = \/d6® + sin? 0dg? , (1.60)
where 6 and ¢ are angular variables. Find the curve that extremizes the distance between

two points on the sphere. You can either parametrize 8 = 6(s) and ¢ = ¢(s) or write
¢ = ¢(0) (or vice versa).

1.5.4 Rigid rotator

The kinetic energy of a rigid rotator with moment of inertia I is 7' = 1Jw?, where w is the

2
angular frequency.
a) Use spherical coordinates and show that the Lagrangian can be written as
Lorso | o . o
L = 51(9 +¢?sin”0) . (1.61)
Identify the cyclic coordinate and interpret the constant of motion.

b) Find the generalized momenta and show that the Hamiltonian can be written as

L, P
- L . 1.62
51 <p9 * sin20> (1.62)

1.5.5 Mathematical pendulum

Consider a mathematical pendulum of length [ and mass m in a gravitational field where
the acceleration is g.
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a) Choose a suitable generalized coordinate and find the Lagrangian for the system.
b) Find Lagrange’s equation.
c¢) Calculate the generalized momentum and the Hamiltonian.

d) Derive Hamilton’s equations for the system and show they are equivalent to Lagrange’s
equation.



Chapter 2

Lorentz transformations

In this chapter, we briefly discuss the most important aspects of Lorentz transformations in
the context of field theories. More details can be found in the chapter four in the excellent
textbook by J. B. Hartle [4].

2.1 Boosts

Figure 2.1: A boost from S to S’ along the z-axis with speed v.

Let S and S” be two inertial frames where S’ moves with speed v relative to S along the
z-axis, see. Fig. 2.1. Let (z,vy, 2,t) and (2/, ¢/, 2/, ') be the spacetime coordinates in the two
frames. The clocks are synchronized such that the origin of O of S coincides with the origin
O’ of S’ for the t =t' = 0. The points in spacetime are events, i. e. “something happens” at
time t at a specific point in space. An example of an event is the emission of light at time ¢
by a source located at (z,vy, 2).

18
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The coordinates in the two inertial frames are related by the following transformations

¥ = qy(x—ut), (2.1)
vy o=y, (2.2)
7 =z, (2.3)
t = At —vz/?), (2.4)

where c is the speed of light and v = 1/4/1 — v2/¢2. The transformation between S and S’
is called a boost along the x-axis. There is of course nothing special about the z-axis and
so we can define a boost in any direction given by the velocity v of S’ relative to S. The
transformation (2.1) and (2.4) can be conveniently written in matrix form

x coshf —sinh6 x
< ct! ) N < —sinh#  cosh@ ) < ct ) ’ (2:5)
where cosh § = 7 and sinh § = yv/c. This gives

tanhf = = . (2.6)
c

Note that both the coordinates x and ¢ are involved in the transformation (2.1) and (2.4).

This has important consequences: observers in S” and S do not (necessarily) agree that two

events are taking place at the same time. The concept of simultaneous events is not absolute.

More specifically, Lorentz transformations leads to

e Lorentz contraction: A rod of length L at rest is shorter by a factor 1/4 when it is
moving with speed v relative to the observer.

e Time dilation: A moving clock is ticking at a slower rate than a clock at rest.

Since space and time are intertwined, we introduce the concept of spacetime or Minkowski
space with coordinates (x,y, z,t). The points in spacetime are thus events.

The determinant of the matrix in Eq. (2.5) is unity. This is the same as for a proper
rotation matrix in Euclidean plane R? which reads

x cosf —siné T
<y’>_<sin0 cos 0 )(y) (2.7)

If we write ¢t =T, the matrix (2.5) is transformed into the matrix (2.7). Thus a boost can
be interpreted as a rotation. Finally, we mention that the set of all boosts defined by the
velocity v and proper rotations around the three axes in space defined by the angles 61, 05,
and 3 constitute the set of all homogeneous Lorentz transformations. If we add to these
transformations, the translations in space x’ = x+ ¢ and time ¢’ = ¢t 4 ¢, the transformation
are called inhomogenoues Lorentz transformations.
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The Newtonian limit of the transformations Eqs. (2.1)-(2.4) is found by considering veloc-
ities v which are small compared to the speed of light, i.e. v < ¢. Taking the limit ¢ — oo,
i.e. setting v = 1, we obtain

¥ = (x—ot), (2.8)
y o=y, (2.9)
Z = z, (2.10)
= t. (2.11)

This set of transformation is known as a Galilean transformation and is the nonrelativistic
limit of special relativity. Note in partcular that the idea of simultaneity is absolute as ' = t.
The Galilean transformations are underlying Newtonian mechanics.

2.2 Geometry of Minkowski space

Let (to, %o, Yo, 20) and (t1, 1,1, z1) be two points in S We next introduce the distance (As)?
between the two points in Minkowski space by

(As)? = (AD? = [(Ax)* + (Ay)* + (A2)?] (2.12)

where At = t; — ty is the time difference between the events and Az = x; — x¢ etc. In the
inertial frame S’, we obtain

(As)? = A(AF) = [(A2)” + (Ay)? + (AZ)]

= 22 l(At)Q— “A;At ;(Ax)l—f (A7) — v2(At)? — 280 ]
—(Ay)?

- e [ ——j] A1 | = (a0 2y

= C(AY) - [(A2)? + (Ay)? + (A)] (2.13)

where we in the last line have used that v = 1/y/1 —v2/c2. Thus the quantity (As)?
the same in the two frames. In fact one can show that this quantity is invariant under all
Lorentz transformations and it can therefore be viewed as a geometric quantity independent
of coordinate system '. In differential form , we write

ds* = Adt* —da* — dy* — dz* . (2.14)
We next define z# = (ct,x), where u = 0,1,2,3. In other words 2° = ¢t, 2! = z, 2* =y,
and x® = z. Moreover, we introduce the metric tensor g, which can be written as a 4 x 4

Tt is basically the same concept of invariant distance between two points that you know from Euclidean
space.
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matrix
1 0 0 0
0 -1 0 0
I = 00 -1 o0 (2.15)
0 0 0 -1

The shorthand notation for the metric tensor is diag(1, —, 1, —1,—1). We can then write
ds® = gdatdz” (2.16)

where we are using the Einstein summation convention: One is summing over repeated
indices where one index is upstairs and one is downstairs. Finally note that some textbooks
define the invariant distance as minus Eq. (2.14). The metric tensor is then defined as
diag(—1,,1,1,1). This convention is just a convention and has no physical significance.

We next introduce the concept of a contravariant vector which has four components A*

that transform like da# under Lorentz transformations. Moreover, the covariant vector A,
is defined by

A, = guA”. (2.17)

For example, 2# = (ct,x) is a contravariant vector and x, = (ct, —x) is the corresponding
covariant vector. The invariant distance ds? can now be written as

ds® = dx,dz" (2.18)

and can be considered as a scalar product between a contravariant and a covariant vector
and has the same value in all inertial frames, i.e. it is a scalar.

Note that the distance ds? between two points can be positive, negative, or zero. The
distance is classified according to

(As)> > 0 timelike interval (2.19)
(As)> = 0 lightlike interval , (2.20)
(As)? < 0 spacelike interval . (2.21)

In the case of a timelike interval, there is enough time for a signal to propagate the two points
in space, i.e. they are in causal contact. In the case of a spacelike interval, there is not enough
time and so the points are not causally connected. Light rays are always travelling along
paths in spacetime where ds? = 0 - hence the name. This is shown in Fig. 2.2, where the
two straight lines indicate the light cone, the paths at which light is moving. The point A is
inside the light cone and is in causal contact with the origin. The point B is connected to
the origin by a light signal, while the point C is outside the light cone.
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o>

oC

Figure 2.2: Light cone with points inside (A), on (B), and outside (C).

2.3 Differential operators

We next discuss how the differential operator 0/dz* transforms under a boost along the
z-axis. Using the chain rule, we can write

0 Or 0 0Ot 0

5 = 99n T 9 or (2.22)
(% _ a% (2.23)
% = a%’ (2.24)
% = %%+%%. (2.25)

In order to calculate the partial derivatives, we need the inverse of the transformations (2.1)-
(2.4) which are given by

r = (@ +ot'), (2.26)
y =y, (2.27)
z = 2, (2.28)
t = (' +ovr'/c?) (2.29)

This yields
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0 0
— = — 2.31
Yy’ oy’ (2:31)
9, 9,
— = 2.32
dz' 0z’ (2.32)
0 0 0
i — _ — . 2.
o l@t * U@x] (2:33)
Comparing this with the transformation rule of z,, = (ct, —x)
-2 = y(—x+ot), (2.34)
-y = -y, (2.35)
- = =z, (2.36)
t = A(t+vz/c?), (2.37)

we conclude that the differential operator d/0x" transforms as a covariant vector and we
therefore denote it by 0,,.

2.4 Proper time and rate of clocks

The invariant distance between two events is
As® = Adt* —da? — dy* — d2* . (2.38)
This can be rewritten as

ds* = /1 —v2/c2dt*, (2.39)

where v is the velocity of S" in S. It is important to emphasize that Eq. (2.39) is valid also
when the velocity is not constant. Assume an observer is moving with velocity v in the frame
S and carries a clock with her. The time between two events measured by this observer is
denoted by dr and called proper time. For such an observer, Eq. (2.39) reduced to

ds* = dr*, (2.40)

and so the equation that relates laboraroty time and proper time is

dr = /1 —v%/c2dt . (2.41)

This shows that moving clocks run at a slower rate.

2.5 Problems

2.5.1 Interpretation of boosts

Define T by ¢t = iT" and show that the matrix (2.5) is transformed into the matrix (2.7).
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2.5.2 D’Alambertian under boosts

Show that 0" = 0/0x, transforms as a contravariant vector under boosts. How does the
operator

o= 0,0" (2.42)

transform?

2.5.3 Rotation matrix

Consider a rotation in the zy-plane by an angle . The rotation is represented by the matrix.

x’ cosf) —sinf x
(y’>_<sin9 cos 0 )(y) ' (2.43)

0w o
or  O0r'0y  Ox
= COS 9% + sin 9(% (2.44)
0 wo o
oy oyoy Oy
., 0 0
= —sin «9% + cos Ha—y . (2.45)

Use this to show that V2 is invariant under proper rotations. This result can be easily
generalized to rotations around any axis.

2.5.4 Spacelike and timelike intervals

Show that if two events are separated by a spacelike interval, we can always find an inertial
frame such that At’ = 0, i.e. they happen at the same time (but at different points in space).
Similarly, show that of two events are separated by a timelike interval, we can always find
a frame such that Az’ = 0, i.e. they happen at the same point in space (but at different
times).

2.5.5 Lorentz contraction

The length of a rod in an inertial frame is defined by two simulatenous events at its ends.
The length of a rod is L* at rest. Assume the rod is moving with speed v along the z-axis
in the inertial frame S. Show that its length in S is L = L*/~, i.e. it is Lorentz contracted.
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2.5.6 Compositions of boosts

Let S, S’, and S”, be three inertial frames. S and S” are connected by a boost along the
x-axis with velocity v, and S” and S” are connected by a boost along the x-axis with velocity
v'. Show that S and S” are connected by a boost along the x-axis and find the velocity v”.



Chapter 3

Classical field theory

In this chapter we discuss some aspects of classical field theory. A more thorough treatment
can be found in Ref. [5].

A field ¢ is a mapping from spacetime M with coordinates z, y, 2, and t to a field space
or a target space T :

o M—T. (3.1)
There are many examples of a field. Below we list a few examples:

e p=p(x,y,z2,t) is the density of a liquid. p is a scalar function.
e The Maxwell field A,(x,y, 2,t). The field space is that of four-vector fields.

e Quantum mechanics: ¥(x,y, z,t) is the Schrédinger wavefunction. The field space is
that of complex functions.

For each 7, we can view ¢ = ¢(7,t) as a function of time ¢ and ¢ therefore represents one
degree of freedom, just like ¢ = ¢(t) for point particles. A field thus has infinitely many
degrees of freedom and the theory of fields replaces the theory of point particles when it is
necessary to describe the system with a continuum of degrees of freedom. Moreover, we often
speak of field theory in D = d 4+ 1 dimensions, where d is the number of spatial dimensions
and D is the dimension of space-time. In particular quantum mechanics can be viewed as
field theory in zero spatial and one time dimension, i.e. field theory in 0 + 1 dimensions.

3.1 Action and equation of motion

We first discuss the Lagrangian density £, which is a function of the fields ¢;, their deriva-
tives and possibly explicitly of the coordinates x*. The Lagrangian density density is the
generalization of L = L(q;(t)¢;(t),t),t to a system of with infinitely many degrees of free-
dom. In most cases, it is a function of z# only through ¢; and d,¢;. Thus we can write

26
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L = L(¢,0,¢), where we for notational simplicity have suppressed the index field index 1.
We will often do that in the following.

The Lagrangian L is defined by
/Q &Pz L(6,0,0) (3.2)
3

where (23 is a region in space. Typically Q3 is the whole space, i.e. Q3 = R3. The action S
of a field theory with Lagrangian density L is defined by

sig = [t

to

_ /Q 4 d*z L(6,,0) , (3.3)

where the region in Minkowski space ! is Q4 = Q3 X [to,t;]. Typically Q4 is whole space-
time. The action S is again a functional of the field ¢. In Chapter one, we were looking for
a trajectory ¢(t) that extremizes the action. Now we are looking for a field configuration ¢
that extremizes the action. The field is written as

¢ = o+00, (3.4)

where ¢ is the field configuration that extremizes the action and d¢ is a variation which
vanishes on the boundary A€)y. Inserting Eq. (3.4) into the action (3.3) we obtain

Slp+06] = /Q Az L(¢+ 6¢,0,(¢ + 06)) . (3.5)

The action S is expanded to first order in d¢. This yields

S[¢+5¢] = / d4:r£¢) au¢ +/ d'z l_5¢ 8a£¢ (aud))]
\ or
= slol+ [ ' S0+ 06 (5.5)

where we in the last line have used that 6(9,¢) = 0,(0¢). The second term in Eq. (3.6) is
denoted by 05 and reads

5S = / dz [—(w e (M)]

o)) 90,0 "
L loc . oc
/ ' [8_¢ - a“aam] o9+ d’aaﬂgb 504 (3.7)

where we in the last term have integrated by parts. Since we allow no variation on the
surface Ay, the boundary term is zero. The variational principle says that 65 = 0 and so

we obtain
4 |OL oL B
/d l(% a“( <u¢>>15¢ - 5

"'We restrict ourselves to flat spacetime, but the formalism can be generalized to curved spacetime.
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Since the variation d¢ is arbitrary, the term in the paranthesis must vanish, i.e. we find
oL oL
— = O |l=] - 3.9
% = (am9) 3

This is the Euler-Lagrange equation for the field ¢. If the Lagrangian is a function of several
fields ¢;, there is an equation for each - just like we have one equation for each ¢;(t).

Example

The Lagrangian for a real scalar field is

1 " 1
L= 50:0)(0") - 5m?e?

1 1
= S0ul00)(0"6) — S (310
This yields
oL 9
= — _ A1
oL
= 0"p. 3.12
0.0 ¢ 312
The equation of motion then becomes
0,0" +m?| ¢ = 0. (3.13)
This can be written as
0 2 2
[@—V —l—m]qb = 0. (3.14)

This is the Klein-Gordon equation that describes spin-zero neutral particles of mass m as we
shall see later. Note that the operator 9,0" is called the D’Alembertian and is sometimes
denoted by o.

We can also obtain the Klein-Gordon equation from a different path. Consider the energy-
momentum relation of a relativistic particle with mass m:

E?* = m?+p*, (3.15)

In quantum mechanics, we replace the energy F and momentum p by the operators ¢Jy and
—1V. Inserting this into Eq. (3.15), we obtain

—— = m*-V?, (3.16)
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which is equivalent to the Klein-Gordon equation (3.14).

The above example shows that by chosing £ as in Eq. (3.10) we obtain Eq. (3.16) which
is motivated by the substitutions £ — i0y and p — —iV. In general, we have to write
down a Lagrangian whose equation of motion is the correct one. A general requirement to a
Lagrangian is that it be Lorentz invariant, i.e. it is a scalar under Lorentz transformations.
Since ¢ is a scalar, we know that 0,¢ is a covariant vector and 0" ¢ is a contravariant vector.
The kinetic term is therefore a scalar since it is the scalar product between a covariant vector
and a contravariant vector. The requirement that the Lagrangian is Lorentz invariant also
forbids a term like

¢V, (3.17)

since it is not invariant under rotations. However, it does admit a term like ¢?(V¢)? and is
an interaction term since it it fourth order in the field.

Is the Lagrangian density for a field theory unique? By that, we mean are there more
than one £ that gives rise to the same equation of motion? The answer is no. We can
obviously always add a constant to the Lagrangian without changing the field equations.
We can also multiply the Lagrangian by a constant C' since this implies that 05" = C'9.S and
that the equation of motion is not altered. Finally, we can always add the integral of a total
divergence 0, M " to the action. If

S = S+ | dzo,M". (3.18)
Q4
the second term on the right-hand side can be rewritten using Gauss’ theorem

d'ro,M" = d*zn-M, (3.19)
Q4 00y

where n is a normal vector to the surface {23 Since M* is not suppose to vary on the surface
Q3, we have 5" = §.5 and so the equation of motion is not changed.

3.2 Conjugate momentum and Hamiltonian

The conjugate momentum density 7; of a field ¢; is defined by
oL
9pi
The Hamiltonian density is then defined in analogy with the particle case

H o= mbi—L. (3.21)
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Example

Reonsider the Lagrangian of a real scalar field. The conjugate momentum follows directly
from Eq (3.12) setting pu = 0:

T=2¢ (3.22)
The Hamiltonian density then becomes
H = np—L
o1
= = 50u0)(0"0) + yme?
1[/06\° 1 ) -
= 3 E) +5 (Vo) + om™d
1, 1 2,1 99
= 37 +2(V¢) +gm o, (3.23)

where we have eliminated ¢ in favor of 7. The Hamiltonian density is often referred to as
the energy density. Note that all terms in H are positive and so the energy density is too.

3.3 Symmetries and conservation laws

A coordinate g; is cyclic if the Lagrangian L does not depend explicitly on it, i.e. if

oL
= 0. 3.24
94 (3.24)
Lagrange equation for ¢; then yields
d 0L
— = 0. 3.25
dt 0g; ( )
Integrating with respect to time gives
oL
= O 3.26

where C'is an integration constant. In other words, a cyclic coordinate implies a conserved
quantity.

We are now going to consider conserved quantities in general. More specifically we are
going to investigate the relationship between continuous symmetries of a system and conser-
vation laws in classical field theory. This is summarized in Nother’s theorem.
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An example of a discrete field transformation is ¢ — —¢. The Lagrangian for a real scalar
field is

1 " 1
L = 5(0:0)0"0) - 5me?

is clearly invariant under this tranformation. An example of a continuous field transformation
is ® — ®e', where @ is a complex field and « is a continuous parameter. This transformation
is called a globalP phase transformation. The Larangian

L = (0,0) (0'®) — m*®*d | (3.27)

is invariant under global phase transformations.

Assume the Lagrangian £ is invariant under a transformation of the field ¢. In infinites-
imal form this transformation can be written as

o(x) = ¢'(z) = ¢(x) + ald(z) , (3.28)

where A¢ is a deformation of the field ¢ and « is an infinitesimal parameter. The Lagrangian
is changing under the transformation (3.28)

L—L = L+aALl, (3.29)
where
oL oL
AL = —Ap+ ——0,(A¢
25" 30,0 27
oL oL oL
= 0 7A¢] + l— -0 <7>] Ag . 3.30
o] + 5 - (a0 330
The second term vanishes due to the equation of motion (3.9) and so we can write
oL
AL = 0, |=F—A
o]
= 0. (3.31)
This is implies a continuity equation
o" = 0, (3.32)
where the four-current j* is
oL
"= Ao . 3.33
T 5

2Tt is a global phase transformation since it the same at every point in spacetime.
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Integrating Eq. (3.32) over all space, we find

d
/@Lj“d?’x _ @/j0d3x+/v-jd3x
— 0. (3.34)

Using Gauss’ theorem, the last term can be converted into a surface integral that vanishes 3.
We can then write

dQ

=0, (3.35)

where the charge @ is defined by the integral over space of the charge density p = j:
0 = / P d (3.36)
Eq. (3.36) is the essence of Noether’s theorem: A continuous symmetry gives rise to the

charge @) being constant in time. The conserved charge can be e.g. electric charge, baryon
charge, isospin charge or simply particle number.

Example
Consider the Lagrangian for a complex scalar field
L = (0,0) (0'®) —m*d*® . (3.37)

The Lagrangian is invariant under global phase transformations, i.e. ¢ — @e’®, where « is
constant. In infinitesimal form, we have

® — d+1109, (3.38)
o — P — jad* . (3.39)
Moreover
oL
= OMoP* 3.40
3(8“<I>) ( )
oL
— = D 3.41
0 (QL(I)*) ( )
This yields
gto= 0[P (0"DT) — P* (0HD)] . (3.42)

3We assume the fields and their derivatives vanish in spatial infinity.
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You can use the Klein-Gordon equation for ¢ directly to confirm that the j# above satisfies
a continuity equation.

We can generalize the result (3.31) by noting that the Euler-Lagrange equations are not
affected by adding a total divergence to the Lagrangian *. If the change of the Lagrangian
AL can be written as a total divergence ad,J*, the transformation ¢ — ¢ + aAg still
defines a symmetry. We can then write

oL
and so
0" = 0, (3.44)
where
o oL
o= lﬁ(am)ml -J", (3.45)
Example

Let us consider translations in space-time, which can be written as

o - (a")

= 2t +ad", (3.46)

where a* is infinitesimal. To first order in a*, we obtain

¢(x) — ¢'(x)
= o(r +a)
P(x) + a*Ou0 (3.47)
0,0 — 0o+ a”0,0,0 . (3.48)

Inserting these expressions into the Lagrangian (3.10). To first order in a*, the Lagrangian
changes as

L — L+AL
= L+a"0,(8"L) . (3.49)

4In other words, changing the action by a surface term does not change the equation of motion.
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The change is therefore a total divergence and this gives rise to four conserved quantities °
The components are denoted by

oL
Ly T 3.50
50,07 (3.50)

where we have used that A¢ = a*0,¢, cf. Eq. (3.47). T is called the energy-momentum
tensor. The four conserved quantities are energy and momentum and correspond to trans-
lational invariance in time and space. Field theories whose Lagrangian only depend on
the coordinates z* implicitly via ¢ and 0,¢ are translationally invariant just like the La-
grangian (3.10).

Let us calculate the various components of 7 for the Lagrangian (3.10).. For v = 0, we
obtain

T = (0"9)(0d) — 0L . (3.51)
In particular
Iy = (9°9)(90) — L

1 1 2 1 242
5(8%)(809%)) +5(V)" + ome”. (3.52)

This is the Hamiltonian density! The conservation of energy results from the invariance of
the Lagrangian under translation in time. The spatial components are

Ty = (9'¢)(0) - (3.53)
The continuity equation then becomes

. @2
80760 + Gﬂgj - 30¢ [% — V2 + m21 gf)

= 0, (3.54)
by virtue of the equation of motion. Furthermore, for v = j, we obtain

T} = (9"9)(0;9) (3.55)

J

which is the momentum density in the j-direction. Thus, momentum conservation results
from the invariance of the Lagrangian under spatial translations. Finally, the spatial com-
ponents are easily computed and we obtain

T = (99)(0,0) ~ diL. (3.56)

5The four quantities a* can varied independently.
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3.4 Complex Klein-Gordon equation and gauge trans-
formations

The Lagrangian is given by
L = (0,0 (0'®) — m*®* P, (3.57)

where @ is a complex field. In the previuous chapter we showed that the Lagrangian for a
complex scalar field is invariant under global phase transformations i.e. transformations of
the form

o — e, (3.58)
O* — D" (3.59)

where « is a constant phase, i. e. independent of spacetime coordinates. This symmetry
implies the conservation of particle number or conservation of charge.

Let us now generalize the transformations to local phase transformations, i.e. transfor-
mations where o« = (). The Lagrangian then transforms as

L — L —id* (9"D) (9,a) + i® (9'D*) (9,a) + B (9 a) (9,0) . (3.60)

The Lagrangian is therefore not invariant under local phase transformations. However, this
can be remidied by introducing another field A, called a gauge field. The Lagrangian must
be modified and is given by

L = (0,—iqA,)®* (0" +igA") ® — m*®* D (3.61)

where ¢ is a constant (the charge) and D, = 0, + igA, is called the covariant derivative.
The field A* must transform as

1
Au = Ay = _dar. (3.62)

The transformation (3.62) is called a gauge transformation. The Lagrangian is invariant

under the simultaneous transformation (3.62) and

> — @, (3.63)
Pt — ee@Pr (3.64)

This can be seen by inserting the transformed field into the Lagrangian:

L = (0, —igA,)®* (0" + igA*) ® — m D" P

— L
1 1 ,
{ [8 —iq ( ;auaﬂ —ia(@) [@“ +1q <A — gﬁuaﬂ P — mQQJ*Cb}
L.

(3.65)
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Electromagnetism

We next consider the Maxwell field. The electric and magnetic fields can be expressed in
terms of the gauge field A* = (¢, A) as
0A

E = -Vbo—- — 3.66
= (3.66)

B = VxA. (3.67)

We recall that the physical fields E and B are gauge invariant, i.e. invariant under the
transformation (3.62) of 4-vector field A*. Maxwell’s equation are

B

V-B=0, VXE—}—%—t:O (3.68)
E

V-E=p, VxB—%—t:j, (3.69)

The first homogenous equation simply states that we can express B as the curl of a vector
potential A. Using this. the second homogeneous equation states that E + 0A /Ot can be
written as the gradient of of a scalar function ® = AY . The Lagrangian we are interested
in must give rise to Maxwell inhomogeneous equations as field equations. The Lagrangian
can not simply be a found by replacing ¢ by A* in the Lagrangian for the scalar field. Doing
so, yields 7

L - %(@A,,) (8“A”)—%m2AuA“. (3.70)

The problem is that none of these terms are gauge invariant. In particular the mass term is
not gauge invariant and this explains why the photon is massless: Maxwell theory is gauge
theory and gauge invariance forbids a mass term in the Lagrangian. However, the field
strength F'* defined by

Frvo— 9RAY — A" (3.71)

is gauge invariant (show it!). The field strength is an antisymmetric tensor of rank two. Now
recall that a Lagrangian must be a Lorentz scalar and therefore we must contract the two
indices upstairs. We can contract it with £, and try

1
L= —FuF". (3.72)

This Lagrangian is Lorentz invariant and gauge invariant. The field strength tensor reads

0 —-E, —E, —E.
E, 0 -B. B,
E, B. 0 —-B,
E. -B, B, 0

P = (3.73)

6The curl of a divergence of a vector field and the gradient of the curl of a vector field always vanish.
"Note that A, = (®,—A).
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Maxwell’s equations can then be written as (Exercise 3.6.3)
" = 7. (3.74)

Using the fact that A, = (¢, —A) it is straightforward to express F),, in terms of E and B.
It can then be shown that

FrE,, = —2(E*-B?. (3.75)

In other words, the Lagrangian can be written as follows in the terms of the physical fields
E and B.

1
L = 5(E2 - B?) . (3.76)
Finally, the Lagrangian for a complex scalar field coupled to the electromagnetic field is then
given by
1

L = (D,®*)(D'®) — m*®*d — ZFWF‘“’ : (3.77)

3.5 Nonrelativistic limit of fields

Consider a real selfinteracting relativistic field ¢ whose Lagrangian is

1

] A
L= 5(0:0) (@) - sm’e* = Tt (3.78)

In order to find the nonrelativistic limit, we write the field as

¢ = \/;_m(eimtwreimtw). (3.79)

Inserting the representation Eq. (3.79) into Eq. (3.78) and omit the oscilating terms (i.e. the
terms that go like e=2™) we obtain

§m2¢2 — im (Qw‘rw + 62imt,¢w + e*2imthwT)

~ %mwTw : (3.80)

where ~ implies that we have omitted the oscillating terms. Similarly, we obtain

%(aoqb)(a%) ~ %m¢TwT+%(¢Tao¢—¢ao¢T) (3.81)
%(8@)(8%) ~ —%(W)-(w) (3.82)
Ay A )
51% (4m)2(¢%) : (3.83)
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Putting the pieces together, we obtain

= Ly — n_o b A Lt
L = 5 (v1w - van) 5 (VO - (V) = Sg(¥1Y)”, (3.84)
where we have defined g = \/8m?. Integrating the first term by part, we obtain the standard

form of a nonrelativistic field theory:

Lo = W0 — 5 (Vo) - (V) = 2g(010) (3.85)

The Lagrangian density Eq. (3.85) is used as a starting point for nonrelativistic selfinteracting
field theories.

3.6 Problems

3.6.1 Nonrelativistic field theory

The Lagrangian density for the nonrelativistic field v is given by

2

L= b —v') — 1 (V) (V). (3.56)
m

) Find the equation of motion for 4.

) Find the Hamiltonian density H.

) Show that the Lagrangian density is invariant under a global phase transformation.

4) Find the conserved current that corresponds to the symmetry and interpret the continuity

equation.

5) How can you make the Lagrangian density invariant under local phase transformations?

1
2
3

3.6.2 Dual field tensor
The dual tensor F* is defined by

. 1
o= 5gwaﬁFaﬁ , (3.87)

where e#* is the Levi-Civita symbol. 5“”:”5 is totally antisymmetric under permutation of
indiced and £"'?* = +1. Find the matrix F’* and show that

F"™F, = —4E-B. (3.88)

Finally, find an expression for F* F -
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3.6.3 Maxwell’s equations

The Lagrangian for the electromagnetic field with sources is given by
1
L = _ZFWFW — Ju A", (3.89)

where j, = (p, —j) is the external four-current. Is £ gauge invariant? Find Euler-Lagrange’s
equations and express them in terms of the electromagnetic field, i.e. in terms of E and B.
Comments?

3.6.4 Free field theory for fermions

The Lagrangian for the free electron-positron field is

L = Yy, —m)p . (3.90)

1) Calculate the components of the energy-momentum tensor. Find the energy and momen-
tum densities and show explicitly current conservation.

2) The Lagrangian is invariant under global phase transformations:

P - e (3.91)

Vv — e (3.92)

This gives rise to the well-known conservation of charge. Consider instead the transformation
Y — e (3.93)

b — Pl (3.94)

where v° = iy"y142+3 is a matriz. The transformation is called an chiral transformation.

Show that

() = 4, (3.95)
(°)? = 1, (3.96)
{7, 9"} 0. (3.97)

3) For what values of m is the chiral transformation a symmetry of the Dirac Lagrangian?
Find the corresponding 4-current (called an axial vector current since it is changes sign under
parity, X — —X).



Chapter 4

Relativistic Wave equations

4.1 Klein-Gordon equation

See Hemmer chapter 17.

4.1.1 Relativistic corrections

In this chapter, we briefly discuss the leading relativistic corrections to the energy of a scalar
particle in a static Coulomb field.
The energy E of a particle with mass m and momentum p is given by

E = /m2c* + p?c?

= mc*y|1+ (%)2 . (4.1)

For small momenta, i.e. for momenta p < me, we can expand Eq. (4.1) in a power series
around p = 0. To second order, we obtain

E

i
3
Ql\’)
+
DN | —
VRS
3‘@
(@)
N——
N
|
oo =
VRS
3‘@
(@)
N——
N
_I._

= mE+ -2 (4.2)

The first term is the energy associated with the rest mass of the particle. The second term
is the usual kinetic term and is included in the standard nonrelativistc Hamiltonian H,. For
a particle in a static Coulomb field, this is

o,  Ze?

Hy, = Ve — . 4.3
0 2m 4megr (4.3)

40
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The third term is the first relativistic correction to the energy. We will denote this term by

H’. In the coordinate representation, we have p = —ihV and is
h4
H = - vt 4.4
8m3c? (44)
We know that T' = % = —%VQ commutes with the total angular momentum L? as well as

the z-component L., i.e.
[T,L* =[T,L,]=0. (4.5)
Since H' ~ T2, this implies
[H' L*|=[H,L.]=0. (4.6)
Furthermore, H' does not act in spin space and so
[H' S =[H,S.]=0. (4.7)

This in turn implies that H’ is diagonal in the quantum numbers [, m;, s, and mg. Since the
energy depends only on the principal quantum number n, we must in general use degen-
erate perturbation theory but due to vanishing commutators, this is not necessary for the
perturbation H'. The first-order energy shift F; of the state |¢) is then given

Ey = <¢‘HIW>
1
= - T?[) . 4.8
5 WT1) (18)
We can now write
7 2
T = Hy+ 25—, (4.9)
dmegr
where Hj is the unperturbed Hamiltonian. This yields
1 Zer \°
E, = — H,
! 2m02<w< 0+47T607“> )
Ze? /1 Ze2\° /1
= — E? +2F, <—> <—> , 4.10
2mc? ot 047T60 r +<47T60> r2 ( )

where is the unperturbed energy:

Ey = —— 22— (4.11)
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In order to proceed, we need to know the expectation values of 1/r and 1/r? in the unper-
turbed state. These are given by!

1 mcZa 1
-) = — 4.12
<7"> 2h n?’ (4.12)
1 2 222 2 1
<—> = 27 _ (4.13)
r? h n3(l+ 3)
We can then write the energy to first order in perturbation theory
E = mdé+Ey+ E;
_ e MmEZ% 1 meZtat <§ ~ L) | (4.14)
2 n? n4 8 20+1

where we have used o = e%/(4me)hic. Note that the shifted energy depends on the angular
quantum number [ and so the degeneracy in [ from Schrodinger theory is lifted once one
includes relativistic corrections. Eq. (4.14) is obtained by expanding the relativistic energy

mc2

E = (4.15)
1 4 7202
(n—1-1/2++/[I+1/2)2—Z2a?2))2

to second order in Z2a2.

4.2 Dirac equation

In this section, we discuss some extra aspects of the Dirac equation not covered in the
textbook.

4.2.1 Representation independence

Given two sets of y-matrices which both satisfy
{7t = 29" (4.16)
Then there exists a nonsingular matrix S such that 2
(Y = Syrsh. (4.17)
Next assume that 1) is a solution to the Dirac equation, i.e.

(iv"0, —m)y = 0. (4.18)

'See e.g. Hemmer Sec. 5.7.
2Have confidence in this statement!



CHAPTER 4. RELATIVISTIC WAVE EQUATIONS 43

Inverting Eq. (4.17), we obtain v* = S~!(7/)*S. This yields
(GST'(Y)S —m)y = 0. (4.19)
Multiplying this equation with .S from the left, we obtain
(i(y )" —=m)Sy = 0. (4.20)

In other words, ¢/ = S is a solution to the Dirac equation with the new ~y-matrices. This
shows the representation independence. Note: The components in the two wavefunctions
and ¢’ are not the same since the matrix S shuffle them around, ¢/ = Sv.

4.2.2 Relativistic corrections

We now consider the Dirac equation in an external electromagnetic field given by A* and its
nonrelativistic limit. A complete discusion can be found in Refs. [8, 17]. The Dirac equation
for stationary states in an external field A, reads

i (YO +igA) Y —my = 0, (4.21)

where we have replaced the partial derivative by the covariant derivative. This can be
rewritten as

V(100 — qAo) Y = A (=id; + qAy) Y+ my) . (4.22)

Assuming the time-dependence e~ * for the stationary state ¢ and using p = —iV, we can
write

V(E=qAo) = v (P—qA)p+my. (4.23)

If we introduce two two-component vectors 14 and ¥ g and using the standard representation
of the v-matrices, we can write the Dirac equatiton in an external field as follows

(ool ) () =0

The fields 14 and the field ¥ are referred to as the large and small components of the field
¥, respectivly. The reason is that the components in ¢4 are much larger than those of g
in the nonrelativistic limit. Eq. (4.24) can be written as

—0-(p—qA)Ys = (E—qAo+m)Ys (4.25)
—o-(p—qA)p = (E—qAo—m)Pa. (4.26)

We can use the second of these equations to eliminate the ¢ from the first and the equation
for the large component 14 can now be written as

1
E —qAy+m)

o (b~ qA) [ ] o (P—qA)vs — (B—qdy—m)bs. (427)
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We next write £ = m + Eyg and assume E —m = Eygp < m and |gAg] < m. This is
simply the nonrelativistic approximation. We obtain

%[0 “(P—aA)Pds = (Exr—qAo)da (4.28)

o-(p—qA)

BT Thrm— A

(4.29)

Reinstating factors of ¢, one can show from Eq. (4.29) that 5 ~ v/ctp4. Using the identity
(0-A)oc-B) = A-B+ioc(A xB) (4.30)
the operator in Eq. (4.28) we obtain

[c-(p—qA)® = (p—qA)’+io-[(p—qA)] x (p—qA)]]
(p—qA)’ —gio - [p x A+ A x p

(p—qA)? —qio - B, (4.31)
where we have used
PXA+Axp = —i(VxA)
= —B. (4.32)
This yields the nonrelativistic Hamiltonian
Hyp = %(p — qA)? + gA, — %a ‘B, (4.33)

and the Schrodinger equation

Hygpva = Engrta . (4.34)

The first term is obtained from the free part of the nonrelativistic Hamiltonian for a particle
by minimal substitution, p — p—¢A. For a an electron bound to a nucleus, the second term
is the usual electrostatic energy of a point charge. The last term is the interaction of the
spin of the electron with the external magnetic field. A magnetic moment p in an external
magnetic field is F = —p - B. If we write p = g,q/2mo in analogy with pu = ¢/2mL, we
conclude that the magnetic moment of an electron is g, = 2.

We can systematically find corrections to the nonrelativistic Hamiltonian in Eq. (4.33).
This is basically an expansion in v/c. We will consider three such terms. This is The first
term is

1 e d
This correction is arising from expanding the energy-momentum relation:

E = \/m2c* + c2p?

p? p*

o2m  8m3cz

me? + , (4.36)
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to fourth order in p. These terms are also present in the Klein-Gordon theory. This term is
diagonal in [, m;, and mg and so we can use first-order perturbation theory directly.

The second term is
_qho - (EXp)

Ho = 4.37
? 4m?2c? (4.37)
For a time-independent potential Ay, we have
E = —VA4
dA,
= ——ep. 4.38
dr ‘ ( )
Inserting this into (4.37), we obtain
Hpo = -——0-
he 2 dr © (x> p)
h 1dA
- ‘s L. (4.39)

Am2c r dr
This is the well-known spin-orbit coupling. This term is not diagonal in [, m;, and m, and
so we must change basis.
Finally, the third term we consider is
gh’

Hy = — V-E. 4.40
3 Sm2c? ( )

The right-hand side is proportional to the charge density. For a Coulomb potential we have
p = q0(r), where ¢ is the charge. and in this case we obtain
qq/h2

Hy = —o56(r) . (4.41)

This term was first found by Charles G. Darwin (1887-1962) and is called the Darwin term.
He was the grandson of the Charles Darwin (1809-1882). Note that for an electron in the field
of a nucleus of charge ¢' = Z|e|, the prefactor is positive. Since it involves the delta-function
in the origin, it affects s-states only (only s-states have nonvanishing wavefunctions in the
origin). We can use nondegenerate perturbation theory since it is diagonal in [, m;, and m.

Exact spectrum

The energy spectrum for a Dirac fermion in a Coulomb potential can be calculated ex-
actly [8]. The orbital and spin angular momentum operators do not commute with the
Dirac Hamiltonian and are thus not good quantum numbers. However, the sum J =L + S
does commute with A and so the quantum number j can be used to label the solutions The
spectrum is

m

Eexact (442)

1 7202 ’
\/ +nfjfl/2+\/(j+1/2)27Z2a2
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where n is the usual principal quantum number and j is the total angular momentum
quantum number. Upon expansion to second order in Z2a?, we obtain

Eo— 1_1(,2@)2 l(za)4< 1 3)] (4.43)

2 n2 2 nd j+%_%

This is identical to the sum of the first-order energy shifts calculated using degenerate per-
turbation theory with the three perturbations considered above.

4.3 Problems

4.3.1 Operator relations

Show the operator relation

(0-A)(0-B) = A-B+io-(AxB). (4.44)

4.3.2 Klein-Gordon equation in external fields

The Lagrangian density of a complex scalar field coupled to the Maxwell field is
1
L = (D,®)"(D'®) —m*d*d — ZF’“'FW :
1) Show that the equation of motion for ®* reads
[D.D' +m?[ @ = 0.

We next consider a particle with charge ¢ in two spatial dimensions in an external field where
the vector potential is given by A* = (0, —By, 0,0), where B is a constant.

2) Compute the electric field E and the magnetic field B.

3) Show that the Hamiltonian density can be written as

H = (00®)" (00®) + [(9» —iqBy)®*] [(0x + iqBy)®] + (9,®)" (9,P)
+m2d*d + %BQ .

Is ‘H Lorentz invariant?

4) The eigenfunctions can be written as

d = 671'(E't7pmx)f(y) 7
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where F' is the energy of the state and p, is the z-component of the momentum. Show by
inserting ® into the equation of motion that f(y) satifies

d2
_d—yg_E2+m2+(pI_qu)2 fly) = 0.
Use this result to derive the spectrum, i.e. the energy eigenvalues. Hint: Harmonic oscilla-
tor.



Chapter 5

Field quantization

In this chapter, we discuss quantization of field. As a prelude we briefly review the harmonic
oscillator and its quantization.

5.1 Harmonic oscillator

The Hamiltonian H of a one-dimensional harmonic oscillator with frequency w and mass m
is given by

2
1
H = 2p—m + imw2x2 : (5.1)

where x is the position operator of the oscillator and p is its linear momentum operator.

From h, the mass and the frequency , we can form quantity [ = (/h/mw which sets the
length scale of the oscillator.

Let us define the dimensionless operators a and a' by

a= % <§ + %l) ; (5.2)
-56-5) o

It is then easy to verify that aand a' satisfy the commutation relation
[a,a] = 1. (5.4)

Inverting the relations (5.2) and (5.3), we obtain

(a+a), (5.5)

4

h
p = T (a — aT) ) (5.6)

48
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We can now express the Hamiltonian Eq. (5.1) in terms of the operators a and af. This
yields
1 »?

1
H = —ml?(a — &T)Q -+ me2l2(a + @T)Q

1
_ = T T
= 2hw (aa +a a)
1
= hw (5 + aTa> : (5.7)

where we in the last line have used the commutator (5.4). Note that the creation operator
a' stands to the left of the annihilation operator a. Whenever we have an operator A which
is a product of a and a' and all the creation operators stand to the left of the annihilation
operators, the operator A is called normal ordered.

If we introduce the operator N = a'a, the problem of finding the eigenvalues for H is the
same as finding the eigenvalues of N, since

H = hw (% +N> . (5.8)

Example
The commutator between N and a is
[N,a] = [a'a,a] = a'[a,a] + [a'ala = —a . (5.9)
This implies that
[H,a] = —hwa . (5.10)
Similarly, one can show that

[N,a'] =a'. (5.11)

Let |[¢g) be an eigenstate of the Hamiltonian H with energy F, i.e.

Hlyp) = Elg). (5.12)
If alyg) also is a vector in Hilbert space, we must have
(Yglatalyp) >0 . (5.13)

Moreover

Halyg) = a(H —hw)|dp) ,
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where we have used the the commutator between a and H, Eq. (5.10). This yields
Ha|lYg) = a(E —hw)|Yg) . (5.14)

Thus a|yg) is an eigenstate of H with energy E — hw. The operator a is therefore called a
lowering operator. This implies that

(rlatalis) = (plH — Sholur)
= E—lhw
2
> 0. (5.15)

Thus E > %hw. We can continue these arguments ad infinitum lowering the energy by
applying a. Thus the energy of the system is unbounded from below and this makes no
sense. The only way out is that there exists a state, |0), such that a annihilates it:

alo) = 0. (5.16)

We call this state the vacuum state. Moreover, it follows from Eqgs. (5.7) and (5.16)
H|0) = hw (% + aTa> 0)
_ %hw\@ | (5.17)
Finally, consider the action of H on the state a'|0). One finds

Ha'l0) = (hwa' +a'H)|0)
3
= éhwcﬂm , (5.18)

where we have used [H, a'] = hwa' and Eq. (5.17). Thus the the state a'|0) is an eigenstate
of H with eigenvalue %hw. More generally, one can show that if |¢g) is an eigenstate of
H with energy F, then af|ti)g) is an eigenstate of H with energy E + hw. The operator a
is therefore called a raising operator. The whole Hilbert space can then be built from the
ground state |0) and the raising operator a’. An excited state can be written as

ny = (af)"]0), (5.19)

whose energy is E, = hw(n + 3) and contains n quanta.

5.2 Fields

When we are quantizing a system of NV particles, the commutation relations are given by
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where 7,7 = 1,2,3...N. In a field theory, we have infinitely many degrees of freedom, which is
reflected in the fact that we have introduced the momentum density 7, which is the conjugate
variable to the field ¢. For a scalar field ¢ this is

m(x,t) = a(aafd))' (5.21)

The field ¢(x,t) and its conjugate momentum = (y, t) play the role of ¢; and p; where x and
y are continuous indices corresponding to ¢ and j. Quantization of a field theory is now
carried out by postulating the following commutation relations:

[p(x. 1), m(y, )] = i0°(x —y) , [, 1),0(y, )] = [7(x, 1), 7(y, )] = 0. (5.22)

Two remarks are in order. Firstly, the Kronecker delta is replaced by Dirac’s delta function,
which is natural given the continuous nature of a field. Secondly, note that the commutators
are at the same time ¢ for ¢(x, ¢) and 7 (y,t), whence they are called equal time commutation
relations.

The Klein-Gordon equation

82
<@ 2 +m2> o(x,t) = 0, (5.23)

admits plane-wave solutions of the form
¢~ e P (5.24)

where pr = pot — p - x and py = /|p|*> + m?. These solutions form a complete set and we
therefore expand the classical field in a Fourier series with Fourier coefficients a, and aj,

d? 1 , ,
o(x,t) = /_p_ {ape_zm—i—a;e”’ﬂ : (5.25)

CENCT

o 2 2 1 . . . . .
where E, = \/|p|?> + m?. The prefactor e is simply a convenient normalization of the

P
solutions. The coefficients aj, and aj, are classically Fourier coefficients, but since ¢(x,?) is

a quantum field they are really operators and we therefore write the field operator as

d? 1 , ,
o(x,t) = /_p_ {ape’””x—i—ai)e’m} : (5.26)

CENCTN

The momentum density can now be writen

d3p . E —ipxT ipT
m(x,t) = /W(—z) Tp[ape P —aLep : (5.27)
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The equal-time commutator can now be written as

sl = [ £l () (Bl

p

_[aL’ &:rl]ei(pquy) + [&L’ &q]ei(p%qy) — |ap, &:rl]efi(prqy)}

= P x-y). (5.28)

Next we assume that the operators above satify the commutation relations

apaf] = (@) —q) (5.29)
[ap,aq] = 0, (5.30)
lab,af] = 0. (5.31)

This yields

. d*p  d3q E, i(pr—qy
[QS(Xa t)?”(yﬂf)] = Z(QW)3/ (27’(’)3 (271')3 _p [53(13 - q)} € ( ) ' (532)
Integrating over q gives
dp
[MxQJWJN::i/@gfm@w. (5.33)

The integral on the right-hand-side is the integral representation of the J-function in three
dimensions, i.e. §°(x —y). Thus we recover the first equal-time commutation relation in
Eq. (5.22). The remaining commutators can be verified in the same manner. Now the
commutators above are simply those of the harmonic oscillator. We can therefore interpret
our quantum field as a collection of independent harmonic oscillators with frequency w = £,
Let us finally note that we could have started by expanding the scalar field in Fourier series
of ¢* with Fourier coefficients a, and a}, as in Eq. (5.25). Quantization is then carried
out directly by promoting the Fourier coefficients to operators a, and aL satisfying the
commutation relations for the harmonic oscillator. Working out the commutator of ¢(x,t)
and 7(x,t) we recover Eq. (5.22).

We next consider the Hamiltonian, which can be written as

H :!/fo, (5.34)
where H is the Hamiltonian density
19\ 1 o 1 4,

For a single oscillator with frequency w, we know the Hamiltonian:

H = w(%+am). (5.36)
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Inserting the expression for ¢ and its derivatives yields

d3p 1
b ()

1 d3p d*p i
= §V/WEP+/WEPGPCLP, (537)

where we have used that §2(0) = V/(27)% and V is the volume of space. Note that the first
term is actually divergent since it is the integral of the ground-state energies of the harmonic
oscillators with energy £,. This suggests that the ground state energy (the vacuum energy)
of a quantum field is infinite! However, we can only measure energy differences between
states and so it is customary to simply delete this term !. Note, however, this may be
dangerous if we are dealing with general relativity where all energy density is a source of
curvature in Einstein’s field equations.

It is now easy to calculate the commutator between H and aq:

[H,aq] = /%Ep[agawaq]

d3p
= / WEp[aL, Qq)ap

— _/%Ep@w)gég(p—q)%

~ —Faq, (5.38)
ie. Haq = aq(H — E;). This implies that H"aq = aq(H — E,)" and therefore
eflage™™M = qqeFat (5.39)
By taking the adjoint, we obtain 2

thaT e—th — a‘i‘ eieq ) (540)

€ q q

We have now found the time dependence of the creation and annihilation operators and so
in the time-independent Schrodinger picture, we find

o(x) = /ﬁL [apeip'x%—ai,e_ip'x} , (5.41)

T
T(x) = /(;er];?)(—i)\/gbpeip'x—ageip'x} : (5.42)

Tt is related to the operator-ordering problem in quantum field theory. The expression xp is the same
as px in classical mechanics since they are functions. They are not identical once x and p are promoted to
operators.

2Recall H = HT.
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By letting p — —p in the second terms inside the bracket, these equations can be conve-
niently written as

dp 1

P(x) = /W\/Tf [ap + aT_p} e (5.43)

T(x) = /%(—z) % [apeip'x - aip} e (5.44)

The vacuum state is denoted by |0) and is by definition annihilated by ap, i.e.
ap|0) =0 . (5.45)
A single-particle state that contains a particle with momentum p and energy F, is given by
p) = ablo). (5.46)
If the vacuum state is normalized, i.e. if (0|0) = 1, the norm of the state |p) is

(pla) = (0]apal|0)
(Olafap + (27)%6°(p — q)|0)
= (21)°*(p—aq) . (5.47)
It can be shown that this normalization is not Lorents invariant. The problem is that volumes

are not invariant. In order to make the normalization of the states invariant, one must define
the single-particle state as

p) = \2E,d)0). (5.48)

5.3 Nonrelativistic field theories

In the preceding chapter, we have quantized the Klein-Gordon equation which is a relativistic
field theory. In this chapter, we take a closer look at nonrelativistic (NR) field theories. The
Lagrangian of a free nonrelativistic theory is

L= W0 — 5 (VO)(VY). (5.49)
The canonical momentum is then
oL .
o) "
= TII. (5.50)
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Note that in the NR case, the conjugate momentum is essentially equal to the complex
conjugate of the field and not its time derivative. This is of course due to the fact that £ is
linear and not quadratic in the time derivative. Moreover, we have

oL 1,
= —JW". 5.01
The equation of motion then becomes
oL
Oy=r— = 0, 5.52
000 o5
since % = 0. Inserting Egs. (5.50) and (5.51) into Eq. (5.52), we obtain the Schrodinger
equation
v2
O)* — —p* = 0. 5.53
1ot 2m¢ ( )

The Schrodinger equation admits solution of the form
Y(x, 1) = eTiEP) (5.54)

where py = p?/2m = E, 3. The field operator ¢ (x,t) can now be expanded in a complete
set of solutions as usual 4

d3p ,
v(x,t) = /Wapel(potp'x) ; (5.55)
m
and the adjoint is given by
d? 4
D 1) = / (2—7;3@5@@?-@ , (5.56)
T

Again we assume the equal-time commutation relations

[W(x,0),T(y, )] = i’ (x—y), (5.57)

while all other commutators vanish. This yields

[W(x. 1) ¢!y, t)] = &x-y). (5.58)
Inserting the expressions for ¢ and ¥ into the commutator, we find

d*p & 4 ,
[(x, 1), ¢ (y,1)] = /(2—:)3# [ap,a(ﬂ e iPo—w)tilPx—ay) (5.59)

3This relation is found by inserting the ansatz (5.54) into the Schrédinger equation.
4Note that we have already promoted the Fourier coefficients to operators
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Assuming that
ap,al] = (@2n)8(p-a), (5.60)

the commutator reduces to

3 3
[W(x, 1), 0 (y,t)] = / (;7(];3 (jﬂq)g e~ ilpo—m)teilpx=ay) (271353 (p — q)

3
— d°p P (x—y)
(2m)?

_ Px—y) (5.61)

as it should. The other commutators are worked out in the same manner.
We have seen that the Hamiltonian can be written as

_ [ 1o
= G

d3p p2 ;
/(277_)3%@[)6%,. (562)

Let |0) be the vacuum state, i.e. the state that is annihilated by aq for all q, i.e. aq|0) = 0.
What is the state af|0)? Letting H act on it, we find

d3p p2
Hajl\0> = / 2—aLapaL\O>
p

/ dp —af, [(27r)353(p —q)+ agap} |0)
= ——al|0), (5.63)

where we have used that ap annihilates the vacuum and that the delta-function picks out
p = q from the integral. Thus the state aL\O} is an eigenstate of H with eigenvalue ¢*/2m.
Thus it is a single-particle state with energy E = ¢*/2m. Not exactly shocking.

5.4 Note on fermions

If we are quantizing fermions, we cannot postulate the equal-time commutator relation (5.57).
Instead we postulate the equal-time anticommutator °

{w(x, t)> H(y> t)} = i53(X - Y) . (5-64)

°In NR field theory it is not obvious that we need the anticommutator in the first place. However,
quantizing Dirac theory using the commutator leads to logical inconsistences.
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Working out the details, one can show that the fundamental relation (5.64) is consistent
with the anticommutator between the annihilation and creation operators

{ap.al} = @n)f6(p-a), (5.65)

while all other anticommutators vanish. The anticommutator relations have some important
consequences. If we denote, as usual, |0) as vacuum state, the state

al|oy (5.66)
is a state containing a particle with momentum q. What about the state

) = alal]0) . (5.67)

Pq

Using the anticommutator, we can write

The minus sign shows that the state [¢) is antisymmetric under the permutation of the two

particles and thus the anticommutor implements the Pauli principle. Moreover, if p = q, we
find

) = =l (5.68)

In other words, [¢) = 0. Thus a state cannot contain more than a single particle with the
same momentum. This is again the Pauli principle stating that the states in Hilbert state
cannot accommodate two or more identical particles in the same single-particle state. Thus
the state |q) = af |0) is annihilated by af, just like |0) is annihilated by aq and
aplq) = ap&L\0>

= Hap,a:rl} — ajlap} |0) (5.69)

= (21)°°(p — q)|0) .
This implies

(Olaplq) = (O|apafl|0)
= (2m)°°(p—aq), (5.70)

where we have used that the vacuum state is normalized to unity.

5.5 Propagator

We next consider the following quantity

Dz —y) = (Olo(x)o(y)|0) - (5.71)
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The fact that the function D is a function of the difference v — y follows from Lorentz
invariance. Inserting the expressions for ¢(x) and ¢(y) into this equation, we obtain

dp  d3q 1

De=v) = [ Gpmrarem v (5:72)

where we haved used that a, annihilates the vacuum. Since the (p|g) = (27)*6*(p — q), it
reduces to

dBp 1 .
D(z — - /__ w(y—z) '
(z—y) 2rp2E," (5.73)

We next define the Feynman propagaor by
_ D(‘I - y) ’ xO > yO

Dp(r —y) = { D(y—z) , 30 > 20, (5.74)

Using the step function this can be rewritten as

Dr(z—y) = 0(z"—y°)D(x —y) +0(y" — 2°)D(y — ) ,

= (0|T[¢(z)o(y)]|0) (5.75)
where T is called a time-ordered product. Note that the earliest time stands to the right. We
will next show that the Feynman propagator can be written as a four-dimensional integral
d*p i

—ip(z—y)
2m)4p?2 —m? + ie” A (5.76)

Drz-y) = [

where ¢ > 0 is a small quantity. The poles in the complex py plane are given by pg =
+(E, —ie). The term ie ensures that the poles are slightly off the real axis. In order to show
that the above expression is correct, we must perform the integration over py. The integral
we must evaluate is 6

de i _ 0_,0
I = [ = __e~wo(’ ") 5.77
21 (po + E, — i€)(po — E, + i€) ( )

When 2° < y°, we can close the contour in the upper half plane, see Fig. 5.1. We then pick
up a contribution from the pole py = —E,, + ie. The integral then reduces to

1 .
I = ﬁemﬁ(w“y()) . (5.78)

p

We next want to show that the contribution to the integral from the semi-circle vanishes
in the limit where its radius R — oo. To this end, we write the complex variable py as

Po = Re”
= Rcosf+iRsinf . (5.79)

6We are simply considering the pp-dependent part of the integral in Eq. (5.76).
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4 Tmp”

Figure 5.1: Contour in the complex pg-plane.

This implies that we can write
Rele®r* 0] = gfsinbG"=v") (5.80)

In the upper plane, we have Impy > 0 and since 2° < 3°, the exponent is negative. This
implies that the integrand evaluated on the semi-circle is vanishing exponentially fast as
R — oo and the contribution to the integral also vanishes. The same argument applies in
the case where 2° > ¢ with the replacement E, — —FE, since we in this case close the

contour in the lower half-plane
Looking at Eq. (5.76), we conclude that the Fourier transform of Dp(z — y) is precisely
the integrand. Denoting this function by Dg(p), the propagator in momentum space is
i
D = —.
#(p) p? —m? +ie
The dispersion relation is then given by the poles of the propagator, £, = v/p? + m?. This

property is general.

(5.81)

What is the mathematical interpretation of the propagator? It satisfies

d'p i(=p*+m*)
. m 21D . _ / —ip(z—y)
[0.0" +m|Dr(z —y) (2m)4 p? 2 e
_ —i/ d’p e~ P(z—y)
(2m)*
= —id*(z —vy). (5.82)

Hence, the free particle propagator is a Green’s function for the Klein-Gordon operator. It
creates a particle with momentum p at x with amplitude e?* which propagates to the point
y and is annihilated.
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Example
We already know the Green’s function in electromagnetism. Consider Maxwell’s equation:
V-E = p, (5.83)

where p is the charge density. The electric field can be expressed in terms of the scalar
potential ¢ as

E = -Vo. (5.84)

Combining the two equations, we obtain

-V = p. (5.85)
For a point source p = ¢é(r), we find
d*®
v = 07
dr?
= o(r) . (5.86)
The function ®(r) and d(r) can be written in terms of their Fourier transforms:
d*p
O(r) — / PTG (p) | 5.87
0 = [ e (5.8)
d3p

(r) = / Weip'r. (5.88)

Inserting these expressions into Eq. (5.86), we obtain

d? d3p , d3p .
R PTH _ _/ ipr 2@
il G o) Gap’ v t0)
dp
- _ ip-r
q / e (5.89)
This yields
q

A straightforward calculation shows that its Fourier transform is

dp 1
®(T) - q/(2ﬂ_>3e P ]?
q

. 5.91
4rr ( )

This is simply the Coulomb potential.
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5.6 Problems

5.6.1 Anharmonic oscillator
Counsider the anharmonic oscillator with Hamiltonian

2
p 1 2 .2 A 4

H__ - - - '2
2m+2mwx +2x, (5.92)

where A\ is a constant.

1) The last term can be considered an interaction, i.e. we write

H = Hy+ H; (5.93)
where
2
p 1 2 2
Hy, = 2 1= 94
0 o + MWL, (5.94)
A
H, = . )
1 24:E (5 95)

1) Express H; in terms of a and a'. Consider the terms in H; with two factors of a and two
factors of a'. Write these terms in normal-ordered form.

2) Use first-order perturbation theory to calculate the change in the energy of the ground
state. Argue that only the terms found in 1) contribute and use this to simplify your calcu-
lations.

5.6.2 Momentum operator

Consider the momentum operator for the Klein-Gordon field

P = —/ Pra(x)Ve(x) . (5.96)
Express this operator as a momentum integral involving a, and aI) in the same way as we
expressed the Hamiltonian.
5.6.3 Nonrelativistic fermions

The Lagrangian for a Schrodinger field 1 is given by

"yt (T (5.97)

2
C2m

1 ) )
L= —5ih('y —uly)
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The Lagrangian is invariant under a global phase transformation

) (5.98)
Pt — eyt (5.99)

where « is a constant. In the following, the field describes bosons.

1) Use the field operator ¥ (x,t) to express the conserved charge operator @) that corre-
sponds to this symmetry in terms of creation and annihilation operators.

2) Use Heisenberg’s equation of motion

iQ
o =il (5.100)

to show explicitly that @ is independent of time.

5.6.4 Integral representation of step function

Prove the integral representation of the step function

—iw(t—t")

dw e
ot —t) = — / 5.101
2w+ m ( )
where 7 is a small positive quantity.
5.6.5 Propagator for NR field
Consider a norelativistic field theory with Lagrangian
Lo dte — wtin — ot
L = —5271@ Y —1p'Y) — %(W )- (V). (5.102)
The equation of motion for v is
. J R
—i0h — — - 0. 1
[ iy — 5V ] b = 0 (5.103)

Find the momentum space propagator G(p) by using that the propagator G(z,y) is the
Green’s function of the differential operator [—i@o — ﬁVﬂ.

5.6.6 Propagator for the Dirac field

Repeat the previous problem for relativistic fermions.
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5.6.7 Finite density

In statistical mechanics, we can use different ensembles and their corresponding partition
functions. If we consider a system with finite chemical potential, i.e. when the particle
number is not fixed, we make the replacement

H— H—uN, (5.104)

where H is the Hamiltonian, p is the chemical potential, and N is the particle number.
More generally, we can replace N by any conserved quantity ) (arising from a continuous
symmetry), e .g. electric charge and g is the chemical potential that corresponds to the
conserved quantity.

The replacement can be written as X — H, where
K = H-—p°, (5.105)
where H is the Hamiltonian density and j° is the (charge) density.

1) The Lagrangian for relativistic fermions has a global phase symmetry and an associ-
ated conserved charge. Introduce a chemical potential for the charge density and use the
result derived earlier to calculate K.

2) Go “backwards” and calculate the Lagrangian density £ from the new Hamiltonian density
KC. Show that this corresponds to the replacement recipe

Qo — Do — i . (5.106)

Conclude that p can be regarded as the zeroth component Aq of a gauge field!

3) Repeat the calculations for a complex scalar field. Any comments?

5.6.8 Complex propagator and Greens’ function

Consider the complex scalar field coupled to a chemical potential.
1) Derive the equation of motion for ®T.

Write the complex scalar field ® in terms of two real fields, ® = (¢; + i¢)/v/2. The
equation of motion can now be written as

(A+iB)p1 + (C +iE)py = 0. (5.107)
2) Determine A, B,C and E.

The equation of motion can be written in matrix form

Lol o) _
5P <¢2> — 0. (5.108)
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where D™! is a 2 x 2 hermitean matrix where the entries are differential operators. 3) De-
termine the matrix D1

3) Find the propagator matrix D(p) in momentum space, i. e. find the Greens’ func-
tion for the differential operator D~! in momentum space.

4) The dispersion relation is given by det D™! = 0, i. e. the zeros of the determinant
of the inverse matrix. Any comments? (This generalizes the one-component result that the
dispersion relation is given by the poles of the propagator, i. e. the zeros of the inverse
propagator).



Chapter 6

Perturbation theory

In the previous chapter we introduced the propagator, which basically is the correlator
between the values of the field ¢ at two points x and y in spacetime. It is sometimes called
the two-point correlator. It gives the amplitude of a particle to propagate from x to .
Richard Feynman ! introduced a graphical representation of two-point function as well as
other n-point functions - the socalled Feynman diagrams. The diagrams can be translated
into mathematical expressions by a set of rules that can be derived from the path-integral
formalism introduced in later courses. Here we will restrict ourselves to a few examples.

The free propagator is represented by a line joining the points x and y in spacetime, see
Fig. 6.1.

X y

Figure 6.1: Graphical representation of the free propagator.

6.1 Propagator

In this section, we consider perturbation theory for the interacting field theory whose La-
grangian density is given by

1 " 1 A
L= S(0,0)0"9) - yms* — 26" (6.1)

The last term in Eq. (6.1) is an interaction. It is the equivalent in field theory to the
z'-term of the anharmonic oscillator discussed in problem 5.6.1. The factor 1/24 = 1/4!
is just convention. The Euler-Lagrange equation becomes nonlinear and cannot be solved
exactly. It is therefore impossible to expand the quantum field in terms of a complete set of

!Feynman received the Nobel prize in physics in 1965 jointly with Julian Schwinger and Sin-Itiro Tomon-
aga for their fundamental work on QED. He also invented the path-integral formalism.

65
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solutions. One approach is to do perturbation theory. i.e. we consider the term A\¢?*/24 a
“small” quantity and carry out a series expansion in A. This is simply a Taylor expansion in
A and the hope is that it converges (quickly) if A < 1. It should then be sufficient to keep a
few terms only in this expansion 2.

X y X z y
Figure 6.2: Graphical representation of the free propagator plus the first loop correction.

We next consider the first correction to the propagator. Pictorially, it is given by the
right diagram in Fig. 6.2. A particle is created at x, propagates to z, where it is annihilated.
At the point z, another virtual ® particle is created, propagates back to the point z and is
annihilated. At the same point, another particle is created and propagates to the point .

The first-order correction to the propagator is given by
~ MOIT{o@)oty) [ d'20'(2)}10) (62)
After a lot of algebra, one finds a contribution 4
~ )\/d4zDF(x—z)DF(z—z)Dp(y—z) . (6.3)

This expression can be obtained from the Feynman diagram by multiplying by —z\ for each
vertex (the point where four lines meet) and Dg(v — w) for each propagator line joining the
points v and w. Inserting the expressions for the propagators, we can write

P Fp e ogly et
—z§/d4zDF(O)/( P /( 4 . (6.4)

2m)Ap? —m? +ie ) (2m)* 2 — m? +ie

Integrating over z gives a delta function, §%(p — ¢) and after integrating over ¢, we can write
Eq. (6.4)as

A d*p je~P@—2)

5 Dr(0) / 4 (2 2 4 )2
2 (2m)* (p? — m? + ie)
Adding this correction to the free propagator, one can write

d4p /L'e_ip(if_y) A d4p ie—ip(:lt—y)
Dpl(z — y)us = / 1 2Du(0 / . (66
P& = Y )in (2m)* (p* — m? + ie) - 2 r(0) (2m)* (p* — m? + i€)? (6.6)

(6.5)

2In QED, the expansion parameter is o ~ 1/137 < 1 and so perturbative calculations in QED seem to
make sense. However, such series are typically asymptotic series which have zero radius of convergence(!).
See e. g. [11].

3A virtual particle does not obey the relation E? = m2 + p? as real particles must. They are not on the
socalled mass shell.

4This calculation is somewhat simplified since we haven’t developed the full machinery of QFT.
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where Dp(z — )i is a propagator including interactions. This correction can be absorbed
in the expression for the free propagator as follows. We write the interacting propagator as

2m)t (p> — m? — 3Dp(0) +ie) - (6.7)

Dp(r —y) i = /(

Expanding the denominator in Eq. (6.7) to first order in the “small” quantity A, we obtain
Eq. (6.6) - correct to the order we are working. The pole of the propagator is now given by

A

P> —m? — EDF(O) = 0. (6.8)
or equivalently the dispersion relation
A
Eﬁ = p’+m?+ §DF(O) . (6.9)

The physical mass is no longer equal to the mass parameter in the Lagrangian. What has
happend??? Due to interactions, the pole of the propagator has moved. In fact, if we take
equation (6.9) at face value, it has become infinte due to quantum fluctuations. The problem
is that the correction due to interactions involve virtual particles and quantum fluctuations
on all momentum scales since we are integrating over the four-momentum of the particles
from zero all the way to infinity. The largest energy scales correspond to the shortest length
scales. We know that quantum field theory cannot be the correct description of Nature at
all length scales. For example, quantum gravity is expected to break down at the Planck
scale ~ 101 GeV °. This scale comes about from combining 7, ¢, and Newton’s constant of
gravity G . So we take a practical approach and say that our theory is valid up to some
ultraviolet scale A. The physics above that scale does not concern us. We then regularize
the integral in D (0) by imposing a cutoff on the radial part of the integral:

Dp(0) = /(d4p i

2m)4 p? — m? +ie
B / dp 1
(2m)3 2E,
1 /A dp
4r2 Jo /p? +m?
1 A+ VA2 2
— ﬁ[A\/AQ—}-mQ—leog i +m]
s m

1 1 A?

5Yes, one can quantize gravity. However, at the length scales probed so far, ordinary gravity, i.e. classical
field theory is in excellent agreement with observations.

6To regularize an integral means a procedure to make sense of or deal of integrals that are infinite. There
are many different regularization procedures and one of them is to cut off the integral by integrating to an
upper limit A. You will learn more about this in FY3464 and FY3466!

Q
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where we in the last line have used m < A. At this point, we do not know what the UV
cutoff scale is, except that it is huge compared to scales we have probed in accelerators so
far. The Large Hadron Collider (LHC) at CERN is constructed for several purposes. One
of them is to probe smaller length scales than at previous accelerators.

Summarizing our discussion, we can write

1

My = Mige + AN R logA—2—1 (6.11)
phys bare 167’(’2 2 m2 ’ .

where we have renamed the mass parameter m? of the Lagrangian to m?,_ .. More generally,
all parameters in the Lagragian are called bare quantities in contrast to the physical ones.
They are being dressed by quantum fluctuations. Note that the equation (6.11) that relates
the bare and the physical mass depends on the scale A. Since the physical mass that we
measure cannot depend on this scale, the bare mass parameter must depend on A in such
a manner that mpyys does. This implies that if we change the cutoff, we must also adjust
the bare parameters so that physical measured quantities do not. Physically, increasing the
cutoff from Ay to Ay, say, means including quantum fluctuations between these two scales.

6.2 Vacuum energy

We next consider the vacuum energy of the ¢*-theory. The problem of the vacuum energy has
been dubbed as the most serious problem in theoretical physics 7. While the present author
thinks that this is overselling the problem, it does show the difficulties of local quantum field
theories. Some clever string theorist will eventually solve it.

The Hamiltonian density is given by

1/0¢\° 1 A
= —|= — — —" . 12
o= 5 () 5 T0r et o (6.12)
The Hamiltonian density is written as sum of a zeroth-order term and a perturbation ac-
cording to 'H = Hy + H1, where

1/06\° 1 1
_ A
Moo= ot (6.14)

We will use first-order perturbation theory to calculate first-order shift of the vacuum energy
density due to interactions. This yields

E = E+6& . (6.15)

7As shown below, the vacuum energy goes like A%, where A is the ultraviolet cutoff. This could be the
Planck scale. However, observations of the curvature of the Universe indicates a cosmological constant (or
vacuum energy density), which is some 120 orders of magnitude smaller, i.e. an almost flat Universe.
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where

& = (0[Hol0), (6.16)

We already know the expression for the zeroth-order term. It is given by the standard
expression

1 [ dp
& = 5/WEP. (6.18)

As noted before, this integral is infinite. If we regularize it using an ultraviolet cutoff A, we
obtain
A2 1

1
60 ~ [A4 + m2A2 - 1m4 <10g ﬁ — §>‘| s (619)

where ~ sign is used to indicate that this is the approximate value of the integral for m < A.
We know that the expression for & is in terms of mg, , and we would like to express it in
terms of the physical mass m?, which differs by a “small” quantity proportional to A. We do
this by writing m?, . = m? — dm? (skipping the subscript phys) on the physical mass, and
substituting this into Eq. (6.19). This yields

& =~ ! _A4 + (m* — om?*)A\* — 1(m2 —ém*)* [ log B
’ 1672 | 4 m? —om? 2
1] 1 A2 1 dm? 1 A?
~ A+ mA% = —mt (log — — = || — A% — —m? (log — — 1
Tl i (Og m? 2)] 1672 [ 2" <Og m?2 )] ’
1 1 A2 1 A
167‘(‘2 A4 + m2A2 - 1m4 <10g ﬁ - §>‘| - Z [_DF(O)]2 s (620)

where we in the last second line has expanded to first order in dm? i. e. kept all terms
through order A\, and used that m?* = ADx(0)/2.

Let us now look at the first-order shift given by

A 4
& = 57 (0¢"(2)]0) . (6.21)

Note that one might think that the vacuum energy density is a function of x due to ¢(z).
However, since the vacuum is Lorentz invariant, it turns out to be a constant in space and
time, as we shall see below. The perturbation is given by products of four field operators
and can be written as

UL WEWE YR W ——

[apagaraTe”'(p’q”’s)x + } : (6.22)

s
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where the ellipsis denote the remaining 15 terms you get by multiplying out ¢*(x) in products
of creation and annihilation operators. The trick is now to normal order all the interaction
terms just like we did for the anharmonic oscillator (problem 5.6.1). For example, consider
the term apajla,nai. Using the commutation relations, we can write

apatayal = {(27r)3(53(p —q)+ a:;ap} [(27r)3(53(r —s)+ alar}
= (2m)°%*(p — q)&*(r —s) + agapaiar + ... (6.23)

Now all the operator products in Eq. (6.23) as well as the other terms in ¢*(z) will eventually
be normal ordered. They will therefore annihilate the vacuum state |0). The only terms
that contribute are the constants such as the first term in Eq. (6.23) There are three such
identical terms (cf. the factor three in problem 5.6.1), and so we can write

g_é/d?’p/d?’q/dz)’r/d?’s 1
o8 @) @2n)3 ) (2r)3 ) (27)3\ 2E,2E,2E,2E,

x (2m)563 (p — Q)83 (r — s)e Pmatr—s)r (6.24)
Integrating over q and s (and letting r — q in one of the integrals) yields
A d*p d3q 1
& = — / / . 6.25
! 8J) (2r)3 ) (2n) 2E,2E, (6:25)
Recalling that the propagator Dp(x) can be written as
dp 1 4
Drlw) = [ tagme ™ 6.26
r () @2mpP2E," (6.26)
one finds
A
£ = g[DF(O)]2 : (6.27)

Note that we do not distinguish between the bare and the physical mass in Eq. 6.27) since
it is already proportional to A. The difference will be of higher order in A. If we were to go
to second order in perturbation theory, we would have to be careful to calculate consistently
to order A2. This would also include the order-A? correction to the physical mass.

If we again represent a propagator Dp(xz — y) by a line with endpoints x and y, the first-
order shift can be represented by two bubbles starting and ending at the same point. This is
another example of a Feynman diagram. This is shown in Fig. 6.3. Since there are no open
lines, it is called a vacuum diagram.

Adding Egs. (6.19) and (6.27), we obtain the full first-order result in vacuum energy

expressed in terms of the physical mass.
1 4 90 1 4 A1 A 9
E = 62 [A +m A & logm [Dr(0)]

1 1 A2 1 Al 1 A2 ’
= M A St (g = — 2 ) | — S [A2— 22 [log = —1]| .
1672 l AR e T3 )| T S 6am 2"\t
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Figure 6.3: Vacuum diagram: two-loop correction to the ground-state energy.

6.3 Dimensional regularization

Calculating the quantum correction to the mass from vacuum fluctuations, we found

A 1 A?
2 2 L 9 L
om* = = lA 5 <10g — 1)1 .

In the limit A — oo, the result is divergent. Moreover there are two types of divergences.
There are power divergences and logarithimic divergences. One might argue that the latter
are more physical than the former, since a logarithmic divergences always has to match the
logarithm of another scale giving rise to the logarithm of a dimensionless quantity .

There is another and generally more convenient and elegant way to regularize divergent
integrals and the method is called dimensional reqularization ° invented by 't Hooft and
Veltman in 1972 [10] '°. Consider the integral

4 dp 1
b= / Cr)d (VR L) (6.29)

where d is the dimension of space. For n = 2 this integral is divergent in the ultraviolet in
integer dimensions d = 2, 3..., but convergent in d = 1. In d = 2 it logarithmically divergent,
in d = 3 it is linearly divergent and so forth:

1

2 ~ — 6.30

2 2m7 ( )
1 A2

I2 ~ —log— 6.31
1 T

3 ~

B~ ﬁ[A—Em], (6.32)

where we again have used m < A.

8The logarithm of a dimensionful number is in itself meaningless.

9Dimensional regularization respects gauge invariance and Lorentz invariance. The three-dimensional
cutoff A does not.

10Tt is often called ”dimreg” by practitioners.
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Assume now that we define it any dimension by analytic continuation. For example, if we
are interested in the integral in d = 2 dimensions, we write d = 2 — 2¢, where € is a positive
number. The integral is then defined by

b [ d 1
io= (27r]))d W Em (6:33)

Here we have introduced a new mass scale i so that the integral has mass dimension two, also
when d # 2. The first thing we need to do, is to define the angular integral in d dimensions.
For d =1,2,3..., the “area” of the sphere S, is given by

Sy = (6.34)

where I'(z) is the Gamma function. We then define the area of the sphere in noninteger
dimensions d by Eq. (6.34). The remaining radial integral needs to be generalized to d
dimensions such that it reduces to the standard expression for d = 1,2,3. It can therefore
be defined as

d—1
: o pTdp
[¥(radial) = / L@ 6.35
A straightforward calculation yields
(d-m)/2p ()
d i _ o %) (ned
Ii(radial) = — @ r (=) . (6.36)
Putting the pieces together, one finds
2-d 12— 45T (1n=d
= (ﬂ) mw (%3%) (6.37)
m 9dr3

We next expand our result in powers of € i. e. we expand around d = 2 dimensions. For
example, for n = 2 this yields

1|1 2
I = yy [E + log % + constant + O(e)| . (6.38)

We first notice that there is a pole in € ' and a logarithmic term associated with. If we

compare this result with the one using a cutoff A, we notice that the logarithms are the
same except that we have traded A for the scale p. This is always the case. If an integral is
logarithmically divergent using a cutoff, there is pole and a corresponding logarithmic term
if one uses dimensional regularization.

"Note that the I'(n)-function has poles at n =0, —1, —2....
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Returning to the orginal integral I = 2D (0) for d = 3 — 2¢, one finds '?

go= (b))
. _

m QdW%F(%)
m? [1 2
= ol + log ) + constant + O(e)| . (6.39)

Again we see that the logarithm matches the original one in Eq. (6.10). Moreover, the power
divergence has disappeared. This is also always the case: Power divergences are set to zero
with dimensional regularization. If an integral has only such divergences, it will be finite
with dimensional regularization. This is hexerei 3.

Using the expression (6.39), we obtain

Am? 1 >

2 2 bare 2

M= Mpae — 35 [— + log 3 +om”, (6.40)
where we have added a socalled counterterm dm?, and where we have ignored the constant,
which is immaterial for our discussion. The counterterm is now chosen such that the physical
mass of the particle is finite. The simplest choice is

am?,,. 1
gm? = Zlbare- (6.41)

3272 €’

i.e. we simply use it to cancel the pole in €. The physical mass then reads

)‘mQare MQ
m? = i+ ot log —o— (6.42)
bare

The procedure of rendering quantities finite by adding appropriate counterterms is called
renormalization and is necessary in most field theories renormalization'*. The reason behind
these divergences is that interactions in spacetime take place at a single point and is therefore
highly singular. String theory is an attempt to tame the divergences via interactions that
are “blurred”. A beatiful and deep article on renormalization was written by Lepage and
can be found at [12]. It is an excellent read.

6.3.1 Vacuum energy revisited

The zeroth-order vacuum energy density is given by

1 5 dp
(90 = 5,&3 d/w\/pQ—i-mZ . (643)

12This integral is divergent in all integer dimension. However, it is still defined the same way in dimensional
regularization. Just multiply with the appropriate factor of pu.

13Hexerei also implies that one must be careful with applying dimreg carelessly. There are a few pitfalls.

14 Quantum mechanics can be considered a field theory in 041 dimensions but is finite.
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With dimensional regularization this reads

NIASERAGS)
& = m (E) SR (6.44)

Expanding in powers of €, one obtains

m* |1 1
& = — —+log—+C+0 . 6.45
0 617 L+ogm2+ +0(e) (6.45)
Again we see that the power divergences are set to zero and that we need a counterterm
4
m
0& = : 6.46
0 6472 ( )

to cancel the divergences in the vacuum energy. Thus the renormalized vacuum energy is

4 2

m H
& = — log— + C'. 6.47
0 a2 B T (6.47)
The first-order correction to the ground-state energy can likewise be written as
A
& = SIDO)P
A omt o1 2
= —— |= 1 — +1 K| +6& . 6.48
825%4[ og +og + 1+ 1 (6.48)

Expressing the zeroth-order energy density in terms of the physical mass instead of the bare
mass is equivalent to the replacement & — & + 2 D r(0) 1. This yields

dm? A
& = 50+TDF(O)+§[DF(O)]2
m4 ,LL2 A\ m4 1 MQ
- _ log =— — — —log? o + | +06& . 6.49
G4m2 22 82567?4[ i (6.49)

Note that the term %logé‘q—g2 in Eq. (6.48) is cancelled by a similar term coming from

%D #(0). The remaining divergence, which is a double pole in ¢, is cancelled by the vacuum
counterterm

A m?
The renormalized vacuum energy is then
m* 5 A omt 2 H
E = ~ 617 llog ) + C] + 3 2561 llog + K| . (6.51)

5Perhaps the easiest way to see this, is to realize that the counterterm gives rise to an extra term in the
Lagrangian, 6L = %5m2¢2 and this terms should be treated as a perturbation since it is of order A. It then

gives a correction to the vacuum energy 0€ = %D 7(0).
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6.4 Problems

6.4.1 Dimensional regularization

In the theory of Bose-Einstein condensation, the dispersion relation for quasiparticles is given

by
2 2
E, = Jp— <p— + 2u> , (6.52)

2m \ 2m
where m is the mass of the particle and p is the chemical potential.
1) What is the behavior of E, for large values of p? And for small values of p?

2) The ground-state energy of the system is then
1 dp
E = 5 / WEP -+ constant s (653)

where the constant is of no interest to us. Calculate the integral in d = 1, 2, and 3 dimensions
using a cutoff A. Analyze the divergences.

3) Repeat the calculation using dimensional regularization. You might want to use Mathe-
matica, Maple, or Matlab to calculate the radial integral. Compare the poles in € with the
corresponding divergences using a cutoff A.



Chapter 7

Dilute Bose gas

7.1 Lagrangian and Hamiltonian

The starting point for the discussion on the dilute Bose gas the Lagrangian density

L= W+ — o Vel V- g (1)’ (71)

The last term is an interaction terms, which describes two-particle scattering. The coupling
constant ¢ is basically the s-wave scattering length Note that the Lagrangian is invariant
under the global phase symmetry ¢ — @) even in the presence of interactions. This gives
rise to a conserved current in the usual way. In the nonrelativistic case, it is simply number
conservation (of atoms) and the number density is given by j© = p = (¥T). In order
to couple the theory to a a chemical potential, we have therefore made the substitution
Oy — Oy — ip. The Hamiltonian density is then !

1 1 2
= T. —_ yht Z T
K = -Vl -Vo —uly+ 59 (v19) . (7.2)
We then write
K = H— i, (7.3)
where we have defined
1 1 2
— _—wt. Z T
Ho= VUVt og (viy)" . (7.4)
The integrals of K and H are denoted by
K = /d?’x/c , (7.5)
H = /d%H . (7.6)

"When we include a chemical potential, it is often denoted by K, sometimes called the ”Kamiltonian”
density.

76
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Taking the derivative of K with respect to u, we obtain
K
N T
o
= —(N). (7.7)

The expectation value of IC is by definition the Helmholtz free energy density F and so we
find

F = (K)
= (H— ')
(H) — u(p'y)
= E—pup (7.8)

where the expectation value of the energy density is £ = (H) and the expectation value of
the number density is p = (1T). This yields

E = F+up. (7.9)

The free energy density is a Legendre transform of the energy density.

Consider the ground state of an ideal Bose gas with Ny particles in a volume V. The
particle density is therefore pg = Ny/V. The thermodynamic limit is defined by taking the
limit Ny, V' — oo with fixed density py. Since the particles are bosons, they all recide in the
single-particle ground state with p = 0. This state is denoted by |®) and is given by

No
@) = (a}) 10} (7.10)
Let us calculate the charge density [ in the ground state
I = (9Qo), (7.11)

where () is the "charge” density operator that arises from the global phase symmetry
1
P

where we for convenience have switched to the discrete case summing over all values of the
momentum p. This is just to simplify intermediate calculations. We will take the continuum
limit at the end. This yields

I = —Z CD\CL ap|P)

<

1

= = CD\CL ap (ao)é\f 10)
— LS (@}, [ahap + 0p0] (a5)™ " 10) |

1 No—1
(@[®) + o D (Blafabap (af) " |D).
P

<

<|= <
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We can now us the commutation relation to move a, one more step to the right. Every time
we do it, we pick up a matrix element (®|®)/V. Doing it N, times, it brings a, to the right
of all the ag’s and gives zero since it annihilates the vacuum. We are then left with

No
I = ZHo[o). (7.13)

Since the ground state is assumed to have unit norm, this reduces to the density p = Ny/V
of the ground state as expected:

I = p, (7.14)

In the same manner we can calculate the matrix element
1
T =3 §p:<c1>|apa;\c1>> : (7.15)

Using the commutation relations, it is not difficult to show that

_ (No+1)
J = S ). (7.16)

When Nj is a macroscopic number, Ny > 1, we can therefore ignore the commutator between
ag and ag and simply treat the operators as numbers 2. This is exact in the thermodynamic
limit when Ny — oo. The replacement of the operators ay and a(T) by /p is called the
Bogliubov replacement and is the basis of the Bogoliubov approximation which we discuss
next.

7.2 Bogoliubov approximation

We next rewrite the field operators by separating out the p = 0 mode from the integral
1 < :
x,t) = + — ) ape T, 7.17
VD) = VPt s (7.17)
1 < ,
f(x,t) = +—S dler” 7.18
V0 = Vs (7.18)

where the prime on the sum is a reminder that p = 0 is excluded and V' is the volume of
the system Inserting the expression for the field operator, we can write

H = Hy+ Hy, (7.19)

2By neglecting the operator nature of ag and a(T), we treat them as classical variables. We refer to them
as c-numbers.
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where
Hy = /d3 aqe ip=a (7.20)
., = _g / 2By 20 + @ / P a; ol e+
+apaqe_i(p+q) + alaqe’ ip= ‘I)’” + } (7.21)

where the dots indicate the remaining terms, for example terms with more than two operators
with nonzero momenta, e.g. \/ﬁaz)aqakei(p_q_k)‘”. Since we expect most particles to be in
p = 0 state also in the interacting case, we will neglect the terms with more than two
operators with nonzero momenta 2. These terms can be viewed as perturbations and can
be taken systematically into account using perturbation theory. The first term in Eq. (7.21)
is rewritten as follows

1 NZ 1 1
20 Pops = go [N - NP
1 1
~ 5g/d%W[N? _ONN],
1
= 59Vp = gpN'
1 /
= 5ng2 —gp>_ aLap , (7.22)
p

where N’ is the number of particles outside the condensate. Note that we have dropped the
term (N')? as it is expected to be small compared to the terms we kept.

After integrating over x and then summing over q, the second term in Eq. (7.21) reduces
to (cf. Eq. (A.13))

gpo /d3 a

Z {apa,p + apa_p + 4al ap} . (7.23)
P

where we have replaced py by p, which is correct to the order we are calculating. Adding
Egs. (7.20), (7.22) and (7.23) , we obtain

p?
H = —ng + Z —a Lap + + 9P Z [apa,p + apa_p + 2al ap} . (7.24)
We next divide the Hamiltonian (7.24) to obtain the Hamiltonian density

Lo 1P 9P N~T 4ok i
H = 9P +VZQ al, p+2VZ[apa,p+apa,p+2apap} : (7.25)
P

3Interactions are supposed to be weak! (whatever that means at this stage).
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We have now reduced the problem to that of a Hamiltonian density which is quadratic in
the creation and annihilation operators and is essentially that of a free theory. However, we
have some troublesome terms containing creation and annihilation operator. The next step
is to introduce new operators b, and bL expressed in term of the old ones such that they
satisfy the standard commutation relations and such that the Hamiltonian is ”diagonal” in
these operators. The problem is then reduced to problem we know how to solve. To this
end, we define

al, = upbz)+vpb_p (7.26)

(7.27)

T
P

ap = Upbp + vpbf_p )

This transformation is called a Bogoliubov transformation after the famous Soviet physicist
N. N. Bogoliubov. Note that the coefficients w, and v, are chosen real and spherically
symmetric. This choice is without loss of generality. These equations are easily solved with
respect to the new operators

1

bp = vpal o — Upp| (7.28)
vf, — ug [ P }
1
b; = e {vpa,p - upaH . (7.29)

Inserting these defintions into the commutator, we find

1 1
[bpa qu] = ug — v,? Ug — 03 {upuq[ap, aj;] + UPUQ[aT—pv a—q]}
L 1 15 (7.30)
= Uplhy — VU ) )
ui—vﬁzﬁ—vg plq — UpUq| Op,q

We now require that the new operators satisfy the standard commutation relation for bosonic
operators. This implies

ul—v: = 1, (7.31)
for all p # 0. We can parametrize u, and v_p as follows
u, = cosh oy, , v, = sinh o, , (7.32)

where oy, is a real number. We next insert the expressions for a, and aL into the Hamiltonian
and collect the various terms. After some tedious algebra, we find

1 1< p?
H = égpQ + v zp: { K— + gp) (uf) + vf)) + 29pupvp1 bpr

2m

2
p Lo, o f
+ l(Qm + gp) upv, + §(up + vp)gp] {bLb,p + bpb,p}

2
P
+ K% + gp) v2 + 29pupvp] } . (7.33)
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In order to diagonalize the Hamiltonian, we require that the coefficients of bLbT_p and bpb_p
vanish, i.e. we require

2
p 1 2 2
[—Qm + gp] UpUy + égp {up + vp} = 0. (7.34)

Using the fact that ug =1+ vf), we can eliminate v,, and obtain a quartic equation for w,

9 2
p 2/ 2 1 oo, o 2
[—Qm + gp] uy(uy, — 1) — 19P {2up - 1} = 0. (7.35)

The solution to this equation is easily found and we finally obtain for u, and v,

: _ L (p*/2m+gp

w o= 2( ) +1>, (7.36)
o 1 p2/2m+gp_

v, = 2<7€(p) 1), (7.37)

0 = L (L ). 735)

The spectrum (7.38) was first obtained by Bogoliubov [14]. and is referred to as the Bogoli-
ubov spectrum. Inserting the expressions for u, and v, into the Hamiltonian density (7.33)
can now be written as

1 1

/ 2 /
2 p 1 1
_ 2 o d bib, . :
H 597+ 55 Ep: [6(1)) Sy gp} + v Epfe(p) pbp (7.39)

We have transformed the Hamiltonian density into one which is the sum of two constant terms
plus a term which is quadratic in the creation and annihilation operators. These operators
satisfy the standard commutation relation and we therefore have a particle interpretation of
the theory. These particles are referred to as quasiparticles and are not reminiscent of those
of the free theory. Their properties depend on the medium. The first term is a socalled
mean-field term and is the classical contribution to the energy density Moreover, the second
term is a divergent contribution to the energy density. It is due to quantum fluctuations
and is the analog of the zero-point energy hiw/2 of the harmonic oscillator. However, since
it involves the coupling constant, it requires renormalization.

We denote the ground state state by |®) and it is defined by the absence of quasiparticles,
: 4
i e.

bp|®) = 0. (7.40)

4The absence of quasiparticles is not the same as absence of real particles.
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We next discuss the Bogoliubov dispersion relation (7.38). At long wavelengths, p? /2m < gp,
we see that

~ 9P
e(p) ~ P

= ¢, (7.41)

where ¢ = y/gp/m. The dispersion relation is linear at long wavelengths. These are called
phonons or sound waves. The dispersion relation for small momenta is very different from
that of free particles, ¢(p) = p?/2m and is due to medium effects. For large momenta, we
p?/2m > gp, we see that

p2

e(p) ~ o T 9P

This is the dispersion relation of a free particle with an additional mean-field energy gp. The
dispersion relation normalized to gp is shown in Fig.7.1.

14

12

10

Figure 7.1: The dispersion relation normalized to gp as well as the small - and large-p limits
as functions of ¢p/gp.

The average particle number outside the condensate is given by the integral

/

N' = > (alay), (7.42)

p
where

<a£ap> = <CI>|(upr + vpb_p) (upbp + Upbip)@)
= 2. (7.43)

p
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This yields

po= %%:vﬁ
_ / d®p 02
(2m)3 P
1l d&p [p)2mtgp
- 3 G [P ] 4

where we in the second line has taken the thermodynamic limit, i.e. V' — oo, N — oo such

that the density of the system is constant. The large-p behavior of ¢(p) is given by
2 1 o202
b gL (7.45)

e(p) = om +gp — gp2/2m + ...

From the large-p behavior of €(p), it follows that the integal in Eq. (7.44) is finite. A
straightforward calculation gives

™

, 8 (mgp)3/2
o= =

—. (7.46)
The total density then becomes

p = potrp

8 [poa’
14+ =/ — . 7.47
to (7.47)

Note that we have replaced p by pg in the second term as the difference is supposed to be
small. The fact that not all particles is in the p = 0 state is a quantum effect. A fraction of
the particles are kicked out of the ground state and the effect is is referred to as depletion.
The result was first derived by Bogoliubov in 1947 [14].

The ground state is given by the state with no quasiparticles present. The energy of the

ground state is denoted by Ejy and the corresponding energy density by £. It follows from
the Hamiltonian (7.39) that the latter is given by

= pO

£ = 2ot oS [ - Lo
N 29p 2V 5 P 2m 9P
1,1 d’p P’
= 397 T3 / 2n)? [e(p) 5 9P| - (7.48)

It follows from Eq. (7.45) that the above integral is ultraviolet divergent. The divergent
term is given by

1 2/ &p 1
W = —= — . 4
&q 2mg p @) (7.49)
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Having isolated the divergence, the energy density can be rewritten as

1, dp 1 1 d3p p? mg?p?
— gt |1— Bl (B [ N O A (.
£ = 590 [ mg / (%)3])2] +3 / n)? W) =5 9t (7.50)

The first integral is the same as the expression for the scattering length in the second Born
approximation! We then redefine the coupling constant by replacing the first term by the
physical, i. e. the measured coupling constant ¢ °. The second integral is finite since we
have subtracted the divergent piece. This yields

2

2 2
p mg’p
i : 7.51
lﬁ(p) om I 1 (7.51)

1 1 &
£ = —gp? —/
29775 | np

After having performed the integral, the ground-state energy density can then be written as

2map? 128 [pa?
E = 14—/ — . 7.52
m [ + 15 s ( )

The first term is the mean-field energy while the second term is the first quantum correction
to the energy density. We notice that the dimensionless expansion parameter for the ground-
state energy is the gas parameter /pa®. The result (7.52) was first obtained by Lee, Huang,
and Yang [15, 16]. The weakly interacting Bose gas is then defined by v/pa® < 1. In
this case, one hopes that the first correction in Eq. (7.52) will be small compared to the
mean-field result & = 2%‘;&2 By Legendre transforming, one can compute the free energy
density and therefore the pressure since P = —F. By measuring the s-wave scattering
length a in scattering experiments, we have all the parameters in the equation of state.
By measuring the pressure for various densities, we should be able to see the effects of the
quantum fluctuations, i. e. the deviations from mean-field theory!

7.3 Bose-Einstein condensation and spontaneous sym-
metry breaking

The field operator is written as

P(x,t) = \/; + % zlj ape” " (7.53)

What is the expectation value of v in the interacting ground state? In the trivial ground
state, i.e. in the vacuum, the expectation value is zero since the annihilation operator ap
by definition annihilates |0). We know that the interacting nontrivial ground state |®) is

SWe define ¢ = gpare + 0g. The counterterm dg then cancels the divergence in the usual way.
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a complicated sum of states with different particle numbers (recall the fluctuations of the
operator Np). One finds

(@) f fzérap @) (7.54)

The first term on the right-hand-side in nonzero, while the second can be written as

1 ! —ipT —ipT
—Wz@mpe PPy = Z O|[uybp + vpb 5 le 77| D)
P

p

, (7.55)

e}

since the quasiparticle operator b, and b' annihilate the states |®) and (®|, respectively.

We can therefore write

P

No
DlY|P) = =
@[o1e) = <
SO ¢ is the square root of the condensate density pg. This yields
b o= do+ v, (7.57)

where ¢ is a classical field and 1/; is a quantum fluctuating field °. The expectation value of
the fluctuating field is zero. We next insert the expression for the field operator (7.57) into
the Kamiltonian density. This yields

K = oG -V — [0+ o + b+ 0]+ 2 [63 + o+ dui + 319

(7.58)
Neglecting the quantum fluctuations in the Kamiltonian yields
1
K = —ndd+ 5908 (7.50)
1
K = [ |-ns+ 5900 (7.60)

We define the effective potential ™ by V = [—,uqbg + %gd)g}. The value that minimizes the
effective potential, i. e. which gives the ground-state energy depend on the sign of u. The
minimum is given by

Vo= —M¢0+9¢8
0. (7.61)

6Tt is called a classical field since we are ignoring the commutatator [aq, azr)].
TAt this level, V the effective potential is equal to the classical potential Vj in analogy to the anharmonic
oscillator in quantum mechanics. There are, however, quantum corrections to it.
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If ;4 < 0, the minimum is given by ¢¢ = 0, while for x> 0, one finds that ¢ is

¢ = nlg. (7.62)

Inserting this value into the effective potential V' and recalling that ¢g = py, we obtain
V = ——. (7.63)

In other words (K) = —£-. This yields

(H) = (K)+upo

1
= 2905 (7.64)
where we have used pg = —'%(—:f = 11/ g and expressed (H) in terms of py instead of i (Legendre

transform). So far we have chosen ¢ real, but we can equally well consider have chosen it
with a nonzero phase (recall ¢ is a complex field). The potential is then written as

1
Vo= —ulgo]*+ §Q‘¢0|4 . (7.65)

The potential is invariant under global phase transformations. It has the form of a Mexican
hat - see Fig. 7.2.

T al=
Q=

Re(t)

Tm())

Figure 7.2: Plot of potential V' as a function of magnitude and phase.

The fact that the system picks out a phase, implies that the ground state is no longer
invariant under the global phase transformation - it breaks the global symmetry ® This is
not as scary as it sounds. Actually, it is analogous to what is happening in a ferromagnet

8This is related to the fact that the ground state is not an eigenstate of the number operator.
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as you cool it below a critical temperature and it acquires a nonzero magnetization. The
Hamiltonian is invariant under spatial rotations, but the systems picks out a a direction -
the direction of the magnetization. The ground state then breaks the rotational symmetry
of the Lagrangian.

7.4 Problems

7.4.1 Complex scalar field, symmetry breaking, and Goldstone
mode

Consider a complex scalar field with an quartic interaction
A
L = (9,9)"(0"®) — m*®* P — 6(<I>*<I>)2 : (7.66)

The Lagrangian is invariant under global phase transformation. The complex field can be
written in terms of two real fields ¢, and ¢

1 :
¢ = Forticn). (7.67)

Assume that ¢; has a nonzero vacuum expectation value v in analogy with the dilute Bose
gas Y. We therefore write

1
O = —(v+ ¢ +ige), 7.68
0+ 61 +i6) (7.68)
where v is a classical field and ¢, and ¢, are quantum fluctuating fields.

1) Substitute Eq. (7.68) into the Lagrangian (7.66) and expand it to second order in the
fluctuating fields i. e. neglect terms that are third order or higher in ¢; and ¢s.

2) Find the classical potential V' and show that v # 0 at its minimum if m? < 0.

3) Find the terms that are linear in the fluctuating fields and show that they vanish if
they are evaluated at the minimum of V.

4) Find the dispersion relations for the fields and show that there is a Goldstone boson.

7.4.2 Weakly interacting Bose gas

Consider the weakly interacting Bose gas.

9In this case, the chemical potential is zero, so we cannot interpret it as a condensate of particles in the
p = 0 state. It is more like the spontaneous magnetization in a ferromagnet.
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1) Calculate the fluctuations of the particle number ((AN,)?) in a state with momentum p,
i.e. calculate

(Np) — (Np)?, (7.69)
where N, = aI)ap. Take the limits p — 0 and p — oco. Comments? Calculate the integral

I = /%((ANP)Q). (7.70)

2) The ground-state energy density of the Bose gas is

2map? 128 [pa3
E = 14+ —/— . 7.71
m [ * 15V 7 ( )

Calculate g, which is given by

dE
_ & 72
Il a0 (7.72)

What is the (dimensionless) expansion parameter of u? Calculate the free energy density
F =& — pp. Recall F is a function of p and not p!

3) Define

1 ' —ipx
o(x,t) = WZape P (7.73)
p
Calculate

J(x—ylt—t) = (@T{o(x,1)¢'(y.t)}]P), (7.74)

where @ is the ground state of the weakly interacting Bose gas. Find its Fourier transform
J(p).

7.4.3 Dimensional regularization

The energy of a weakly interacting Bose gas is given by
2

£ = %gp2 +%/% [e(p) -2 —gp] : (7.75)

2m
1) Calculate separately the three integrals in the above expression using dimensional regu-

larization. Comments?

2) Use the results in 1) to rederive Eq. (7.52). Why do you need no counterterms in “dimreg”
to render the ground-state energy finite?



Chapter 8

Fermi gases

We will now take a closer look at Fermi gases. We first consider an ideal Fermi gas at finite
chemical potential. Then we will introduce interactions and compute quantum corrections
to the various physical quantities.

8.1 Perfect Fermi gas

The field operator 9 (x) can be expanded as
1 )
Y(x) = —=)) apax(N)e ", 8.1

where A denotes other quantum numbers, e. g. that are necessary to completely specify
the state, and x()\) is the associated part of the wavefunction. For example, for a spin-%
particle, we may write

w=b=(g) w=b-(7)- 82)

The Fermi propagator iG(x,y) is defined by

iGlay) = (@T (@) w)}e) (33)
{ e, o <o, s
(@l (y)()|®) . @0 <y, -

where T' denotes time-ordering as usual. Note the minus sign when 2° < 4", which is not
included in the definition of the bosonic propagator (see chapter six). We first consider the
case y° < 2°. Inserting the expansion Eq. (8.1) of the field operator into the first line of
Eq. (8.4), we obtain

d*q ;
[ (@l Way pal @) (85)

: 0 0 d’p
1G(x, = O(z" — E
(z,y) ( v 8 /(%)3 (27)?

89
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Note that we have taken the continuum limit and used the orthogonality between the func-
tions, x(A1)*x(A2) = dx, a,. Using the anticommutator, we can write this as

&Bq
/(Qﬂq):se ipr=ay) (p|(27)%6°(p — q) —a&Aap,;\\CI))(Sﬁ)

iGay) = 00— [ p

Y) = V2 | Gy

In the fermionic ground state, we know that all the states up to Fermi energy er are occupied

and all other states are empty. Thus p must be smaller than the Fermi momentum * pp,

when ap ) acts on |®). To recover the state |®) when aq ) acts afterwards, we must have
q = p. This yields

/ d’q e—i(p$—qy)<q)|(2ﬂ-)363(p —q)(1 = 0(pr —p))|®)

ZG(ZL‘,y) = ‘9(1.0 - yO) Z/ (;lj;];g (271')3

_ dgp —ip(z—y) g ( .0 0
= gs/ 2n)° 0(x" —y")0(p — pr) , (8.7)

where we in the line have summed over A giving rise to a degeneracy factor, which is denoted
by gs. Using the integral reprensation for the step function (Exercise 5.6.4), we obtain

d3p dpo e—iw(;to—yo) .
T e — 8.8

G(z,y) = gs/

For y° > 2°, a similar calculation yields

d3p de efiw(xofyo) ]
LT — (G 8.9
(2m)3 2w (pr p)po —wp — 2'776 (8.9)

G($7 y) - gs/
The momentum space propagator then reads

Glp) = 9s [pf(f;ppf)mwf(fi;—pin] . (8.10)

Note that this reduces to the standard propagator in the vacuum , i .e. when pp = 0.
The density can now be written in terms of the propagator:

d*p 4
— 7 npo
P Z/ (%)46'(19)6
d* O(p — 0 — ,
- —igs/ p | 0p=pr)  Opr=p) | (8.11)
Cm)t lw—wp+in  w—w,—in

Since n > 0, we must close the contour in the upper half plane such that the contribution
from the semicircle vanishes as R — oo. We then pick up a contribution from the pole

!The Fermi momentum is defined by ep = y/m? + p3.. For a nonrelativistic particle, this reduces to
2
€r = p%/2m.
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w = wy, + i with residue 27i. The density then reduces to

d®p
= g 0(pp —
p g / o) (pr — 1)
_ gs /OO 0 _ 2 d
57 (pr —p)p~dp
_Y9s 3
= 2P (8.12)
This result is well known from e.g. TFY4230.

Using the same techniques as we did to express the density (1)71)), we can express the
expectation value of the kinetic energy density 7 = (MﬁV%@ in terms of the derivative
of the propagator. It is not so difficult to show that

T — + lim ——V2G(x, ¥, 1) , (8.13)

x'—-xt  2m
where + means taking the limit from above and ¢* is infinitesimally larger than ¢ 2. The &+

sign apply to bosons or fermions, respectively. The latter ensures that pick up the contribu-
tion from the pole in the upper half plane. For fermions, this yields

4 2 . . 4
T — i, / d'p p° | 0 —pr) . O0r=p) | i
2m)42m |w—wp +1in  w—w, —in

Closing the contour in the upper half plane and picking up the contribution from the pole
w = w, + i, we find

(8.14)

d3p p2
T = 95/(2@3%0(”_1))

4

o gs [ o
= /09(pp p)z—dp

272 2m
Js 5
— ) 8.15
207T2mpF ( )

The energy per particle is given by 7 /p and so we obtain

2
Pr 3
& = ——. 8.16
0 2m 5 ( )
Thus the average energy of a particle is 3/5 times the Fermi energy.
Since we have not included interactions, 7 equals the total energy density £ *. The free

energy density is
F o= E—pp

2
Js 5 Pr gs 3
B pF - 2pF
20m4m 2m 6m
Js 5
= — P 8.17
2This ensures the correct ordering, i.e. ¥ and not ¥t.
3Note that we are using € = p?/2m and have subtracted the rest mass energy m. Taking it into account
yields an additional term in the energy density, mp.
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where we have used that 1 = p%/2m. The pressure P is minus the free energy density and is
a function of p. Inverting Eq. (8.12) to express pp in terms of p and inserting the expression
into P = —F, we obtain

1 6 ) 2/3
P - %<;> L (8.18)

which is the well known equation of state for an ideal Fermi gas at 7' = 0.

8.2 Interacting Fermi gas

The Lagrangian of a Fermi gas with a local two-body interaction with strength ¢ is given by

Lo = W00 = 5 (V1) (V6) + 'y — Sg(why)?. (5.19)

The perturbation Hj,; is given

Hy — %g/d?’x (h)? | (8.20)

The first-order correction to the ground-state energy, F1, is given by the expectation of the
perturbation in the unperturbed ground state |®):

Bi = (O|Hy|®) . (8.21)

We can write

1 1(p— r—s)x
§Q(¢T¢)2 = 272 z:)\ . glp=atr=s) a;/\laq,,\laima&h , (8.22)
P,q,r,S,A1,A2

where we have used the orthogonality of x(\;).
Integrating over x gives momentum conservation:

p-—q+r—s = 0. (8.23)
This yields
9
Hiny = W Z ajlfrJrs,)\laq,)\lCLI,)\Qas,)\z (824)
q,r,s,A1,\2

We first redefine the momentum, q’ = q — r, then s — p, drop the prime on the dummy
variable ¢, and obtain

g
Hiw = 55 D Ohyqafatrnlytp, (8.25)

p7q7r7A17A2
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We next separate the sum (8.25) into two terms, one with q = 0 and one with q # 0. The
first term reads

a g
Hint - W Z a;,)q ar)\lai,)\gaPJ\? : (826)

p7r7A17)‘2
Firstly, we note that we must have p < pp to get a nonzero result. We next distinguish
between the cases r0 < pp and r > pp. In the first case, this implies that p = r. If we

denote the corresponding operator by HZ., we obtain

1 _ 9 t t
Hﬁlt - W Z ap,)q a/p,)\l ap,)\g a/p,)\Q . (827)
PsA1A2

The matrix element of this operator is

a g
(P|H|®) = 5 > 0(pr—p)
2V 4~
P,A1A2
1,1 &
— éggs/(zﬁ)@(m—p)-

When we calculate the energy per particle, we first divide by the volume V' to get the energy
density and then by p = p?./67%. Hence this terms vanishes in the thermodynamic limit.

When r > pp, we must have \; = Ay since a, »,must annihilate the particle above the
Fermi sea created by ai,l\Q. If we denote the corresponding operator by H{2 the matrix
element becomes

@ HZI®) = 55 3 (1= 0(r —1)]0(pr )
1 d3p d3r
— ooV | 5 / Gy [~ 0er = D] = 1)
= —%ggs(?(pp—p)v/(;lwg?,—%ggsV <%> : (8.28)

The term involving is divergent and is related to normal ordering and renormalization of the
chemical potential. The second term is finite and gives the following total contribution to
the energy per particle from H?,:

int*

27\ 672

g — L <ﬁ> (8.29)

The second reads

!
b g
Hyy = 2V Z aI)Jrq,)\l Ag+r,) ai,)\g ap,s 5 (8.30)

p7q7r7A17A2

where the prime on the sum is a reminder that the term q = 0 is omitted from the sum.
Again we must have p < pr to get a nonzero contribution. If r > pgr, we create a particle
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above the Fermi sea and therefore this particle must be annihilated by the operator aqqr,
(why?). Hence q = 0 but this is excluded. This implies that r < pp and therefore p = r
(why?). first. This yields

/

vy 9 Z f T
Hint - 2V ap+q,)\1ap+q)\lap,)\2 apy)\Q ) (831)
P,d,A1,A2

The energy them becomes
/
g
By = =93> 0(pr —p)0(pr —|p+d) . (8.32)
2V p,a

Taking the continuum limit, we obtain

dp  d3q
(2m)? (2m)?
Note that we have removed the prime from the integral as it only affects the integrand at a

single point. If we use dimensional regularization, we can redefine the momenta, ¢’ = q + p.
The integrals then decouple and we obtain

1
By = ove [ O(pr — p)0(pr — p+al) (8.33)

1 2 p:IST ’
Ew = 59Vg; 62 ) (8.34)
The contribution to the energy per particle is then
1 5
& = 59955 (8.35)

Adding Egs. (8.29) and (8.35), we obtain the total energy per particle to first order in the
interaction
Pr[3 2

& = om |5 + S—W(Qs —Dpra+ .|, (8.36)

where we have reinstated a = mg/4w. We notice that the expansion parameter is the
dimensionless quantity pra. Note also the a nonzero spin degeneracy is necessary to obtain
a nonzero correction. The reason is the Pauli principle: The s-wave scattering length is zero
for two identical fermions, unless they have different spin.

8.3 Degenerate electron gas

So far, we have been discussing a degenerate Fermi gas with a local quartic interaction
characterized by the s-wave scattering length a. We will next consider a nonrelativistic
degenerate electron gas in a volume V. The interaction is therefore the usual static Coulomb
interaction between charges. In order to ensure that the system is overall electrically neutral,
we introduce a homogeneous background of positive charge. The interactions we will take
into account are thus
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e Self-interaction of the homogeneous background.
e Electron-background interaction.

e Static electron-electron interaction.

From courses on electromagnetism, we know the expression for the Coulomb potential.
However, we now have developed the machinery to derive it from QED. This is very instruc-
tive and so we consider this first.

In Fig. 8.1, we have shown the e?-order Feynman diagram that contributes to electron-
electron scattering. The photon which is exchanged between the two electrons is virtual and
in order to evaluate the expression given by the Feynman graph, we need to know the photon
propagator.

p+q k—q

p k

Figure 8.1: Electron-electron scattering

8.3.1 Photon propagator and the Coulomb potential

The Lagrangian for free Maxwell theory is given by

1
L = —JFuF". (8.37)

The Green’s function for the photon field is a 4 x 4 matrix and denoted by D,3(z —y). The
equation for the Green’s function reads

[0,0°g" — 0" Dyg(x —y) = i056*(x —y) . (8.38)
In momentum space, this becomes
[—k*g"™ + k'K Dys(p) = id; . (8.39)

This equation has no solution since the operator —k?g"” +k k" is singular, i. e. det(—k*g" +
k*k¥) = 0. The problem is that we have too many degrees of freedom. Recall that QED is
a gauge theory which is invariant under local phase transformations of the fermion field
accompanied by a transformation of the gauge field A,. Hence there are (infinitely) many
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gauge-field configurations that correspond to the same physical fields E and B #. We must
therefore choose a gauge, i.e. somehow pick out one representative from each class of gauge-
equivalent configurations. This is done by adding to the Lagrangian a gauge-fizing term °

1
Ly = —5- (0,47, (8.40)

where « is a so-called gauge parameter. The equation for the momentum-space propagator
now becomes °

1
[—ngW v (1 - a) k#k”} Dus(p) = idh. (8.41)
The solution is

D (q) — ig;w o (1 _a)qMQV/QQ )
" q* + e q% + i€

(8.42)

Now it is important to stress that all physical quantities that one computes are independent
of the gauge parameter «, and more generally independent of the gauge-fixing term in the
Lagrgangian . Two common and convenient choices are o = 1, which is called the Feynman
gauge and o = 0, which is the Landau gauge.

We now return to the Feynman diagram Fig. 8.1. Up to some prefactors, the expression
for it reads

i 1 v 1_ v 2
Vo~ a () | - U] 01 g (5.

where 4, j, k, and [ = 1,2, and where the v-matrices are are expressed in terms of the Pauli

spin matrices o;
1 0 ; 0 o
0_ i i

The spinors are given by

1 0
0 1
u(l)(p) = p- ) u® (p) = | pa—ipy ) (8-45)
E+m E+m
Pz +ipy i
E+m E4+m

4In fact, the space of gauge-field configurations can be divided into disjoint sets (equiavalence classes)
that can be connected by a gauge transformation.

5This class of gauges is called covariant gauge. There exists another widely used class, the Coulomb
gauge where Ly = —5(9;A)2.

SExercise!

"This is highly nontrivial at this stage.
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We are interested in the nonrelativistic limit of the expression (8.43). In this limit, the
spinors become

, (8.46)

The indices 4, j, k, and [ of V;;;; then denote the spins of the electrons.
Using the expressions for the y-matrices, it is easy to show that

1 (p)y"u? (q) = 0y a (p)y*ul(g) = 0 (8.47)
for all values of p and ¢ and k = 1,2, 3. This yields

9 Goo 2/ 2
‘/ijkl = € 5ijq2 n ie [1 — (1 — a)qo/q } 6kl . (848)
In the nonrelativistic limit, we have p ~ (m,p) and (p + ¢) = (m,p + q). This yields
q ~ (0,q) and therefore

1
2

‘/ijkl = € 6ij¥6kl . (849)
Note that the a-dependence drops out in this limit The Fourier transform of this expression is
essentially the Coulomb potential. Note that the Coulomb potential is time independent, i.e.
it is static. It is an instantaneous interaction, which is reasonable since the nonrelativistic
limit is obtained by taking the limit ¢ — oo and so it takes zero time for any signal or

interaction to propagate.
The Hamiltonian for the electron-electron interaction can be written as

Haa = 56 [d' [ dyul, (0, 00 p =), (0, () (8.50)

where we have replaced the indices i, j, k, and [ by the indices spin indices A\; and Ay and
the field 1! .(x) creates an electron with spin A; at position x.

8.3.2 Self-interaction of homogeneous background

The self-intercation energy of the homogeneous background of two infinitesimal regions in
space located at x and y with volumes d3z and d%y is

L op(X)oe(y) 5 s
AV, = 2P 3 g v, 8.51

¢ 2° |[x—vyl (8:51)
where py(x) is the number density of the background at position x. The total interaction
energy V; is found by integrating over x and y. Since the density of the background is
assumed homogeneous, we obtain
1 d3xd3y
2 x =yl

Vg = (8.52)
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Changing variables x’ = x — y, we can write this as

1 dxd®y
R

155 d*z

22V / e 8.53
2 P |X‘ ( )
where V' is the volume of the system. The integral turn out to be divergent for large values
of z and so we need to regulate it. We do this by adding a small mass p to the photon ®.
The propagator in momentum space then changes to that of a massive particle

1 1

—- = . 8.54

T (859
The Coulomb potential then changes to a Yukawa potential

1 —plx|

= ¢ (8.55)

x| [x]
The final integral in Eq. (8.53) is now easy to calculate and we finally obtain

1 47
Vig = Eergvﬁ : (8.56)

8.3.3 Eletron interaction with homogeneous background

The interaction between the homogeneous background and a single electron located at y is
E, = —¢€ / By emrxyl ; (8.57)
x -y

where we have replaced the Coulomb potential with the Yukawa potential. After changing
variables, this yields

—plx|
3 e

E, = —erb/d x
47

|

= —e’pp— . (8.58)
>

Note that this result is independent of the coordinate y of the electron (why?). The total
result is then obtained by multlplying by N for the electron-background energy is then

4
Vg = —ergvM—Z . (8.59)

8Tt is important to realize that regulating this divergence has nothing to do with the regularization of
divergent integrals arising from Feynman graphs. We shall see that the divergence will cancel against another
divergent terms arising in the calculations and so regulating the integrals is only used in the intermediate
steps. The final result has no p-dependence.
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8.3.4 Eletron-electron interaction

We finallly consider the eletron-electron interaction term. Inserting the expression for the
field operators, this yields

1 i(p— i(r—
Ho_a = 2V2/d3 /d3 ;/\laqv,\lﬂaima&hez(p Deeir=s)y (8.60)

pP,q,r,s )\17)\2

We next need to evaluate

—plx—yl
/d3x/d3y elp—a)z 1 elr=sy /dgx/dgy ei(pfq)xe Hx=y i r=s)y
x =yl |x —y|

/d3x/d3y 6‘_M||y|@i(?“8)yei(pq+rs)x
y

Vo qirs (8.62)

(8.61)

(r —s)?+ p?

where we in the second line have changed variables. Inserting this result into Eq. (8.60) and
summing over s, we obtain

e? 47

Hel el — < Z aT a —aT a
- p,A1L A1 _ 2 2 r,\2 P—q+r,A\2
2V parae (P—q)?+pu
2
€ i dm
- 2V Z aerq,)qaq,)\lm&n&&wr’)@ (8.63)
P,q,T,A1,A2

where we have changed variables, p’ = p—q. We are now ready to calculate the expectation
value

‘/:elfel == <®‘Helfel‘q)> (864)

We first consider the case p = 0. This term reads

e 4r
HF = —— E al s agralya
el— el o MQ o, a, 1 YA Br Ao Yr, Ao
d3 d3r
2 T T
_ Loy e x| 8.65
,U )\Z}\ 27_‘_ 7. \3 q,)\l q>\1 r,o YT, A2 ( )

where we in the last line have taken the large-volum limit. This operator is proportional to
N?2. This immediately gives
1 4
EP=Y = N2 8.66
el—el 2V ,U/ ( )
The interpretation of this contribution is given by the Feynman diagram to the right in
Fig. 8.2.
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S O=0

Figure 8.2: Order-e* vacuum diagrams contributing to the electron-electron interaction en-
ergy.

Adding this result to Egs. (8.56) and (8.58), we notice that the terms that are individually
divergent in the limit p — 0 cancel °.

We next consider the p # 0 term in the sum

e ! 47
Hgfgl = ov Z aTJr A a, 7@;[)\ (p+r,\ (8.67)
2V DT PTq,A1 1p2 +/’62 yA2 2
where the prime is a reminder that p = 0 is excluded. The contribution is given by the
left Feynman graph in Fig. 8.2. By the usual arguments, we must have |p + r| < pp and
|r| > pp. This is implies that p+r =p +r,i. e. q =r. This yields
e? . 4r

‘/efe = a1s - -
el 2quA1P O(pr — [P +da|) [1 = 0(pr — |a])]

— ane [ S [ L on— o a) (1= 0 — a] . (869

Notice that the prime is removed from the integral as contributes to a single point only. As
usual, the first term is divergent and related to normal ordering. We discard it and are left
with 10

Viw = —tne? [ S8 [ Aot~ Ip)0lpe — ). (56)

where we have changed variables. We therefore need to calculate the angular average of
1/|q — p|. This is

1 n 0
< > R E— d
lq — p| o p*+q?+2|pl|g|cosf

_ T g UPLE |a])? (8.70)

pllal ~ (Ip| —la])?’

The radial integrals then become

L e o (Ipl + lal) 1 rr o, Lo o (pptp)?
i [ dgpaiog BLEIS L L e )
167r4/o pJ,  4P1Ios (Ip| = la])? 1604 ), P |PFP + 4P(PF p”)log (pr — p)?
1
= 167r4p}l7. (8.71)

9The terms with p # 0 from Hg_¢ are clearly convergent in the limit 1 — 0.
ONote that the way we calculate the remaining integrals is very different from the arguments given in
Fetter and Walecka.
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This yields

2
eV 4

‘/el—el

This is the final result for the interaction energy of a degenerate electron plasma and is in
agreement with the result of Fetter and Walecka, Eq. (3.36).



Chapter 9

Effective potential

In this section, we introduce the concept of the effective potential in the context of the
harmonic oscillator. We then apply the formalism to the weakly interacting Bose. In both
cases, we rederive well-known results.

9.1 Harmonic oscillator

Consider a harmonic oscillator in one dimension with the Lagrangian

1 1
L = §m¢2 - §mw2x2 . (9.1)

Scaling by setting ¢ = y/maz, we can write
1. 1
L = —¢*— -wp*. 9.2
S07 — 50 92)

Recall that quantum mechanics is field theory in 0 + 1 dimensions and we therefore expand
the field ¢ as ¢g + ¢. This yields

1= 1 ~ ~
L = 50— w5+ 2000 + 7). (9:3)
The classical potential is defined by
1
Vo = §w2¢(2) , (9.4)

and is simply the (scaled) potential energy of the oscillator as a function of ¢q. The propa-
gator in momentum space can be computed using standard techiniques and reads !
i

D = 5. 9.5
(pO) p(Q) — w2 + e ( )

D does not depend on any spatial momenta since we are in 0+1 dimensions.

102
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Note that the linear term in L vanishes at the minimum of the classical potential (as usual)
i.e. for ¢y = 0 and the classical energy of the oscillator vanishes.

One can systematically calculate corrections to the classical potential The potential is
then called the effective potential and is the classical potential plus quantum corrections. If
the theory is a free field theory, one can calculate the quantum corrections exactly, which
we will now do for the harmonic oscillator. The first quantum correction V; to the classical
potential is a so-called one-loop correction and reads

Vi = —— dpo/ d'p - In[—idet D~ Y(po, p)] , (9.6)

where d is the number of spatial dimensions and D~!(pg,p) is the inverse propagator in
momentum space. For a free field theory

Vi = W+W (9.7)
is exact. For the oscillator, d = 0 and we obtain

dpo :
i = ~5/ 5. Infw? — pg — i€ .

In order to calculate Vi, we first consider the derivative of V; with respect to w?:

dp() 1
_[ pu— —_ —4.
2J 21 (pg — w? + ie)
11
_ 11 9.8
1L 95)

where we have used standard contour integration 2. Integrating with respect to w? we obtain 3
i = -w. (9.9)

Thus the complete effective potential is

1
Vo= Wi+

. (9.10)

1
—w
2
The ground-state energy FEj is given by the minimum of the quantum effective potential.
The value of ¢y which minimizes V is ¢y = 0 and so

Ey = V(¢0:0)
= —w. (9.11)

2Close the contour in either halfplane. The contribution comes from one of the poles pg = 4(w — i€) and
the contribution from the semicircle vanishes.
3We set the integration constant to zero!
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Reinstating factors of & one finds
1
Ey, = §hw . (9.12)

Thus the classical energy of a harmonic oscillator is zero (the oscillator is at rest at the
origin, ¢o = 0), while the one-loop correction includes the zero-point fluctuations and gives
the exact quantum mechanical ground-state energy.

For interacting field theories, one can write the effective potential in a perturbative series
as

V= VW+WV+Ve+.. (9.13)

V4, V... are corrections to the exactly solvable case with no interactions, i.e. a theory that
is quadratic in the fields.

9.2 Dilute Bose gas revisited

The Lagrangian of the dilute Bose gas is

: 1 1 2
L= wploge + pply — Vi -V — —g (vle) (9.14)
2m 2
Writing the ¢ as a sum of a classical field and a quantum fluctuating field

b o=+, (9.15)

one finds
L= WA — VIV [lol? + 65+ o + 5]
—allool? + 658 + god! + I (9.16)

where we have neglected total derivatives and used that ¢, is independent of space-time.

The complex field 1) is written in terms of two real fields
- 1 - -
= —=(1 + 1) . 9.17
W \/ﬁ(wl ithy) (9-17)

Inserting this into the Lagrangian, we obtain
P T 1
L = 5(%%% — 100Y2) + 5%(¢1V2¢1 + %VQ%) + {M - 59‘%@ ‘¢0|2
1 1 ~ o~ 1 1 ~ ~
+ﬁ [M - §9|¢0|2} Polibr + its] + NG {M - 59\%\2] Po[t1 — ivs]

1 ~ 1 -
+§(u - 39‘%‘2)%2 + 5(# - 9’@50\2)%2 ) (9.18)
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where we have integrated by parts and neglected terms that are third and fourth in the
fluctuations. The classical potential is

1
N R (919

Note that the linear terms vanish at the minimum of the classical potential, ;1 = g|¢o|?, and
that Vg reduces to

Vo = p*/2g. (9.20)
The terms that are quadratic in the fluctuations can be written in matrix form
1, - - =2V — 4 3g| 2 —0o i
Load = —=(1, 2m ~ (9.21
quad 2(¢1 ¢2) < Do _ﬁvQ _ﬂ+9’¢0’2 Uy ( )

The matrix is denoted by G~! and defines the inverse propagator. In momentum space, G+
reads

P 2 _
G pw) = ( T ) . (9.22)
iw T — 1+ glool
The determinant is
P2 P
dotiG—" = [2— i+ gwoﬁ] [— i+ 3g160 ] W (923)
m 2m
The zeros of det iG~! yields the dispersion relation. This gives
2 P’ o| [ P°
2 = B oo |3 - salonf] (9.21)
m 2m
Evaluated at the classical minimum g = g|¢o|?, we find
2 | r 2
- L L 49 9.25
) = 2| E o] (9.25

which is the Bogoliubov dispersion relation derived earlier.
The one-loop effective potential is given by

el
- /dpo/ dp [2(p) — p] - (9.26)

Integrating over p, yields

- Indet[—iG™ Y(po, p)]

1

(9.27)

4Take the derivative of V; wrt €2(p) and do the contour integral of dVi /de?(p) in the complex py plane.
Integrate the resulting expression wrt ¢2(p) and set the constant of integration to zero.
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The expression for V; is highly divergent in the UV. In fact, for d = 3 it contains quintic
cubic, and linear divergences. This is seen by expanding the integrand for large p. After
integrating over angles, we obtain

1 2
2
Vi 47r2/0 dpp”e(p) (9.28)

For large-p, the integrand behaves as

2 o | P %
~ — -+ .. 9.29
pe(p) b [Qm e p*/m 1 (9:29)

We isolate the divergences by adding and subtracting the infinite terms

12
— d _ 2
Vi ) / pp l Bt 2 /ml
o 2 P’ I
— d — - . 9.30
+47r2/o by [Qm ta p2/m] (9:30)
The first divergence corresponds the infinite vacuum energy density of an ideal gas and reads
d3
vacuum - 2 / p p . (931)

The counterterm that arises from the classical potential is

2

AVy = AE - —Au+ /;2Ag, (9.32)

where we have added a vacuum counterterm AE. This term in Eq. (9.31) is eliminated by
the vacuum counterterm which becomes

d3p p
-5 / . (9.33)

This divergence is related to the operator-ordering problem in the formalism °. The second
term is

1 d3p

— — . 9.34

ol / (27)3 (9:34)
This term is cancelled by the counterterm

—gAu : (9.35)

®Classically the Fourier coefficients a and a* commute and so aa* is the same a*a. This is no longer the
case in the quantum theory where aa’ # afa!
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and so matching the two terms yields

1 d3p
Ap = - / . 9.36
1 29 ) n)? (9.36)
The last divergence is
1, & 1
—— — . 9.37
g / (2m)3 p? (9:37)
This divergence is cancelled by the counterterm
2
1
?Ag . (9.38)
Mathcing the two expressions, we find
d*p 1
_ 2
Ag = mg / o) (9.39)
Making the subtractions, the renormalized free energy density is
1 00 p2 MQ
Vi = — / dp p* - — —
1 507 ), vy [6(1)) om M 2 m
24/2
_ 220 e (9.40)
157

The free energy density is the sum of the classical potential Vi = —pu|dg|* + g|¢o|?/2 and V;
evaluated at the minimum g = g|¢g|* and expressed as a function of p. This yields

p [1 . 4<2m>3/2¢w] |

F= oy 1572

% (9.41)

This result is identical to that obtained by first calculating the energy density £ and then
performing a Legendre transform to obtain F.

9.3 Problems

9.3.1

Consider a relativistic scalar field theory with Lagrangian
1 1 A
L = S(0.0)(0"0) — 5m*¢* — Zo" . (9.42)
2 2 4
1) Write the field as ¢ = ¢ + é and show that the classical potential is

1 A
Vo = §m2¢g+z¢é. (9.43)
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2) The propagator is

1

where M? = m? 4+ 3\¢3. Show that the one-loop correction to the effective potential is

dd
Vi = / JIpl? + M2, (9.45)
where d is the number of spatial dimensions.
3) Set d = 2. The expression for V] is divergent. Analyze the divergences and subtract
counterterms such that the renormalized effective potential is finite. Hint: you only need to

renormalize the vacuum energy density and the mass parameter. The coupling A needs no
renormalization. In other words, write

m® — m?+ Am? | (9.46)
and calculate Am?.

4) Set d = 3 and repeat using dimensional regularization.



Chapter 10

Bose-Einstein condensation in traps

Figure 10.1: Images of the velocity distribution of rubidium atoms in the experiment by
Anderson et al. (1995). The left frame corresponds to a gas at a temperature just above
condensation; the center frame, just after the appearance of the condensate; the right frame,
after further evaporation leaves a sample of nearly pure condensate.

Bose-Einstein condensation in harmonic traps is (simply) a many-body problem in an
external potential V' (x). The potential we will be using in the following is a three-dimensional
harmonic potential

1
V = im(wf:xQ +wiy’ +wlz’) . (10.1)
In most cases, we restrict ourselves to a spherically symmetric potential, i.e. w, = w, = w..

The starting point is the action
S = / dtd’z W(x, ) (x, 1) + (1 — V(%) (x, H)eh(x, 1) — %Vw*(x, t) - Vib(x, 1)
—0 (816e 0 0)] (10.2)
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The new term V(x)1) comes about since 11 is the density operator and V(x) is the
potential energy of a particle at the position x. Hence V(x)yTy is the potential energy
density due to the trapping potential.

Mean-field theory is obtained by replacing ¥ = ¢y + zz by ¢¢ and ignoring quantum
fluctuations . The classical equation of motion for the field ¢, is

00
ot
where have used that p = ¢3 in the mean-field approximation. Note that [u — V(x)] acts

as a local space-dependent effective chemical potential. This equation is called the time-
dependent Gross-Pitaevskii equation.

=~V — = V)lon + gpon. (103)

The ground state of the trap is independent of time and satifies Eq. (10.3) with a vanishing
left-hand-side:

0 — —%v% = V()]do + gpdo - (10.4)

From this equation, it is clear that the ground state is no longer homogeneous in space. In
fact, turning off the interactions, we know that the single-particle ground state is a Gaussian
(the ground state of a single oscillator). In the many-particle ground state all particles
reside in the single-particle ground state and the many-body wavefunction is a product of
N Gaussians.

Assume that the spatial extent of the cloud is ry. In the absence of interactions, the kinetic
term gives a contribution to the energy per particle ~ 1/2mr? since a typical momentum
is p ~ 1/rg which follows from the uncertaintly principle. Similarly, the potential term
gives a contribution to the energy per particle on the order mw?2rZ/2. Balancing these
contributions, i.e. minimizing the total energy, gives ro ~ 1//mwy, which is the length scale
[ of the harmonic oscillator. Now consider interactions. If there are N particles in the trap,
the density is p ~ N/rg and the interaction energy per particle is on the order gp ~ gN/rg.
The interaction term thus shifts the radius of the cloud towards larger values 2.

If we assume that interactions are dominant ®, we can ignore the differential operator
V2/2m in Eq. (10.4). This approximation is called the Thomas-Fermi approximation. We
can then find an explicit expression for the density by solving Eq. (10.4) ignoring the first
term. For a spherically symmetry trapping potential V = mwr?/2, this yields

1l —V] <r
H ) r 0
={ 9 10.
p { 0 , r>nry (10.5)

where rg satisfies

1
5mw§r§ =u. (10.6)

In a trap ¢¢ does depend on x.
2This is correct if g > 0, i.e. if interactions are repulsive. We assume that g > in the following.
3Thus we are considering the strong-coupling limit which is obtained by letting gN — oc.
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The solution is thus an upside-down parabola. Given the trapping potential V(x), one can
determine the chemical potential u by using the normalization condition

/d3xp = N, (10.7)
where N is the total number of particles in the trap. Integrating over angles, this yields
ro 1 gN
/0 - imngQ]Ter = T (10.8)
Integrating this expression, we obtain
gN 1 1
e g,urg’ — 1—Omw§r3
1
= 1—5mw(2]r8 : (10.9)

where we have substituted p = mw?r2/2. Solving with respect to 79, we find

15Na\ '/
S ( la) I (10.10)

where [ = 1/ /mwy is the length scale of the oscillator. The chemical potential then becomes

1
Bo= imwgrg

1 /15Na\%°
- 5( l“) wo . (10.11)

In Fig. 10.2, we show the density distribution of 80000 sodium atoms in the trap of Hau
et al. (1998) as a function of the axial co-ordinate. The experimental points correspond
to the measured optical density, which is proportional to the column density of the atom
cloud along the path of the light beam. The dashed line is the noninteracting ground state,
i.e. a Gaussian profile. The solid line is the up-side down parabola, i.e. the Thomas-Fermi
approximation. The agreement with the data points is impressive The figure points out the
role of atom-atom interaction in reducing the central density and enlarging the size of the
cloud.

10.1 Hydrodynamics of BEC

In this section, we briefly discuss the excitations around the ground state for a trapped Bose
gas.
The equation of motion for the quantum field 1 is

i = —%VQ +V —pl Y+ gty . (10.12)
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Figure 10.2: Density profile in the z-direction. See main text for details.

The quantum field is written as the sum of a classical time-dependent field ¢ and a quantum
fluctuating field v as

b o= do+v. (10.13)
The expectation values of density p and current density j are
po= W)
= [gol* + (¥1¥) (10.14)
= —g Ve -yl
= o (¢4V0 — 0VR) — 5 IV — IV (10.15)

Taking the expectation value of the equation of motion (10.12) , we obtain

. 1 - . e

ido = |5V +V = | o+ g [I6uP 0 + 20D) b0 + (G0N + (DD)] (1016
where we have used that (i)T) = (1)) = 0. In the mean-field approximation, the matrix
elements are neglected and the equation reduces to the time-dependent Gross-Pitaevskii
equation:

igy = [_va +V - M} b0 + gldol*¢o - (10.17)

2m
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Multiplying Eq. (10.17) by ¢§ and adding its complex conjugate i.e. adding gfiz‘)qbo, we obtain

0| ¢ol*
ot

l

1
+ V- o (Voo — doVey)| = 0.

Since p = |¢p|* in the mean-field approximation, Eq. (10.18) is simply the continuity equation
p + V - j, where the current density j is given by its mean-field approximation, i.e. by

Eq. (10.15) neglecting the matrix elements. If we define the velocity v by j/p, we can write

ap B
2 T V-(pv) = 0. (10.18)

We next write the field ¢ in terms of its magnitude ,/p and its phase ¢ as ¢y = \/ﬁew’ 4
Inserting this into the expression for j, we obtain

j = —# {pe‘i¢V6i¢ — pei‘i’Ve_i‘ﬂ

= Lvy. (10.19)
m
Comparing this with j = pv, we find
1
v = —Vo. (10.20)
m
Inserting ¢y = \/ﬁe"‘z’ into the equation of motion and taking the real part of the resulting

expression, one finds

96 1, 1,
2T = - - — . 10.21
5 Qm\/ﬁv\/ﬁ—l—va +gp+V —p (10.21)

Taking the gradient of this equation and the time derivative of V¢ = mv and equating the
result we find an expression for mov/ot.

mg—‘t’ = -V <ﬂ+1mv2) : (10.22)

where

1
=V — = VAP . 10.23
fi t9p—p— o 75 VP (10.23)
Egs. (10.18) and (10.22) constitute the hydrodynamic equations for the problem since they
involve the hydrodynamic variables density p and velocity v.

4This is called the polar representation of the field for obvious reasons. This is in contrast to the cartesian
approximation used earlier.
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We are now going to study oscillations on top of the ground state in the Thomas-Fermi
limit. We can then neglect the last term in Eq. (10.23) to a first approximation. Taking the
time derivative of the continuity equation, we obtain

p+V-(pv+pv) = p+V-(pv)
=0, (10.24)

where we neglect the term pv since it is higher order in derivatives. Inserting the expression
for v into Eq. (10.24), we find

po= VYV )], (10.25)

where we also neglect the term muv?/2 treating v as a small quantity. The density is now
written as a sum of the ground-state density and a time-dependent fluctuation:

p = po+op. (10.26)

Inserting this into Eq. (10.25), we obtain to first order in the perturbation dp
op = LV [0V, (10.27)
m

where we have used that V — pu = pg. Assuming the confining potential is spherically
symmetric and the time dependence of dp oc =™, this can be written as

1)
wip = wgrﬂ—

1
o éwg(rg —rHV%p, (10.28)

where wy denotes the oscillator frequency and where we have used that py = [u —V]/g. The
spherical symmetry implies that the solutions can be written as

op = D(r)Yim(0,0). (10.29)
A simple class of solutions is

where C'is a constant. The radial part of second term on the right-hand-side of Eq. (10.28)
is
1o ,0 l(l+1)] ,

——r— — = 0. 10.31
r2 07“T or 72 ! ( )

The implies that

w? = Wil. (10.32)
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The solution [ = 0 corresponds to a constant change of p everywhere and therefore a constant
change in the chemical potential p. The frequency is of course zero in this case. The solutions
[ = 1 correspond to a translation of the cloud with no change in internal structure. Consider
for example [ =1 and m = 0, i.e.

op = CrYy
x z. (10.33)
The ground-state density py of the cloud goes like (1 — 7?/r2) and so a small translation in

the z-direction is therefore proportional to dp % x z. Higher-order solutions are more
complicated.



Appendix A

Sum vs integral

If we use a large quantization volume V' = L? and periodic boundary conditions, the solutions
to the KG-equations are

Pu(x,t) ~ e (A.1)

where

2
- %n 7 (A.2)

where n =0, 1,2, ... with similar expresssions for k, and k.. The normalized solutions are
bu(x,t) = —=e*. (A.3)

The inner product is

= [d e 06,(x.1)
1, :
_ Vez(ko—po)t/e—z(k—p)-x B (A.4)

If p = k, clearly the integral gives a factor of V. If p # k, the integral vanishes due to the
periodic boundary conditions. This yields
] = ei(ko—po)t5pk
= Opk: (A.5)

where we have used ky = py whenever p = k. The integral is now being replaced by a sum
using the prescription

/(;ijf;g ~ %zp: (A.6)
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Let us check that this is consistent. The equal-time commutator can be written as

1 U —i(px i(px
[¢(X7 t)77T(Y7t)] = V Z <_§> [[ap; aq]e (pr+ay) _ [CLL, ag]e (pz+ay)
pP.q
+[aI,, aq)e P — [ay, ail]e’i(px’qy)} : (A7)

We next assume the commutation relations are as for a single oscillator, i.e.

{ap,au = lpgq (A.8)
[&pa@q] = 07 .
laf,af] = 0. (A.10)
This yields
4 E —i(pr—
[o(x,t), 7(y,t)] = V; EZ(Sp,q@ (pz—qy)
_ %Zeip(x—y)‘ (A.11)
P

Eq. (A.11) is simply the representation of §%(x — y) for discrete values of p. Let us check
this. We define

1 .
f(x) = =) ePx (A.12)
V p
Integrating over x, yields

/dgxf(x) = %/d?’xzp:eip'x

= Z (Spvoeip.x
P
=1

where we again have used the periodic boundary conditions in the second line. The text
book of Fetter and Walecka is using discrete sums instead of integrals and this little note
gives the recipe to switch.



Appendix B

Interatomic potentials and scattering
processes

So far we have been considering noninteracting systems, with a few exceptions such as a Dirac
fermion in an external Coulomb potential. We are now going to discuss interacting systems.
An important application is the dilute Bose gas and therefore we need to discuss interatomic
potentials. A general discussion on scattering can be found Ref. [9] and a discussion on
atomic potentials and the dilute Bose gas can be found in Ref. [13].

The action is
s — /dt{/ P (x, 1) [zaﬁ%vuu b(x, 1)
_%/d%/ d3x'wx,t)w(x',t)%(x_x')w(x,t)w(x',t)+...}. (B.1)

Here 97 (x, t) is a quantum field that creates a boson at the position x and time ¢ and ¥ (x, t)
is a quantum field that annihilates an atom at the position x and time ¢. p is the chemical
potential which can be used to tune the average particle density ', and V;(x) is the two-body
potential. Note that the two-body potential is static, i.e. independent of time. This implies
we treat the interactions as being instantaneous. Finally, the ellipsis indicate that we are
neglecting three-body potentials etc.

The interatomic potential can be divided into a central part Vf(x) and a remainder. The
central part of the potential depends only on the separation of the atoms and their electronic
spins. It conserves separately the total orbital and the total electronic spin of the atoms.
The noncentral part conserves the total angular momentum but does not separately conserve
the total orbital or the total electronic spin of the atoms. An example of a noncentral part
of the interaction is the dipole-dipole interaction:

1

4meqa

Vidipole—dipole [dy - ds —3(dy - x)(ds - X)] (B.2)

'Recall from statistical mechanics that the u is introduced in the grand canonical ensemble where the
particle number is not fixed.
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where d; (i = 1,2) are the dipole moments and x = x/|x|. The central part of the potential
consists of a short-range part with range xy and a long-range Van der Waals tail. The latter
goes as 1/2% as © — oo 2.

A typical two-body potential is shown in Fig. B.1.

V(r)

Figure B.1: Typical central part of an interatomic potential.

Now a real interatomic is very difficult to handle in practice. For example, in order to find
the bound state of a potential Vj(x — x’), we would have to solve the Schrodinger equation
that follows from the action (B.8):

{—%V? +/d3xfw(xf,t)vo(x—X'w(xr,t) V(x,t) = Ev(x,t), (B.3)

where F' is the energy of the bound state and we have set © = 0. This is an integral equation
and is nonlocal ? and therefore numerically very difficult to solve in practice. It is therefore
common to simplify the problem by introducing some model potentials that mimics the
physics of a real potential. The model potentials typically have one or more parameters that
can be adjusted to reproduce the physics of a real potential. We will return to this point
below.

2If retardation effects are taken into account, it goes as 1/z7.
3Nonlocal means that the value of the v(x,t) depends on the values of not only in x but on other values
as well.



APPENDIX B. INTERATOMIC POTENTIALS AND SCATTERING PROCESSES 120

A model potential of this kind is the sum of a hard-core potential with range zy and a
van-der-Waals potential:

‘oo, x <z
Vi) = : (B.4)

where (Y is a constant. Another example is the hard-core square-well potential

+o00, T < T,
Vi(z) = Vo z. <z <20 , (B.5)
—% , To < T

where z. is a constant.

In Fig. B.2, we have shown the Fourier transform V (k) of a typical short-range potential
with range zy. Note in particular that the Fourier transforms vanishes in the limit k — oo.

V(K)

Figure B.2: Fourier transform V' (k) interatomic potential.

The simplest model potential is a modification of the potential (B.5), where we neglect
the Van de Waals tail and set g = 0. The potential is then a contact potential in real space
of strength g and can be written as

Vo(x—x') = go(x—x). (B.6)
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The Fourier transform is
Vo) = [ diea=vo(x - x)

= /d3a:g5(x —x')
= g, (B.7)

i.e. it is constant in momentum space. This is shown by the dotted line in Fig. (B.2). The
contact potential is singular in coordinate space and is constant in momentum space. This
leads to some technical problems with diverging integrals and the need to renormalize the
theory 4. This is related to the fact that V (k) does not vanish for k — oo.

Inserting the potential (B.6) into the action, neglecting three-body potentials, and inte-
grating over X', we obtain

S = /dt{/ AP (x,t) [i@t+%v2+u} 1/)(X,t)—%g (¢T(x,t)¢(x,t))2}.

This action will be the starting point for our treatment of the weakly interacting Bose gas.

B.1 Scattering and the Born approximation

In this section, we are very briefly going to discuss scattering of an atom off of a time-
independent potential. This is equivalent to two-particle scattering processes where the
particles interact via a two-body potential Vj(x). The reduced mass of the particle is m* =
m/2. For a detailed account on scattering, consult Hemmer or any other standard textbook
on quantum mechanics.

The scattering process is described by the time-independent Schrodinger equation:

1
2m*
where F is the energy of the particle. The boundary conditions for this problem must be
such that it describes an incoming ray of particles and outgoing scattered particles. For

large |x|, the wavefunction is therefore a sum of an incoming plane wave and an outgoing
spherical wave

V2 + Vo(x) | ¥ (x) = Ev(x) (B.8)

eikx

o~ R f(0,0) (B.9)

where f(6, ¢) is the scattering amplitude.
We next introduce F = k?/2m* and U(x) = 2m*Vy(x). This yields

V42 v(x) = U . (B.10)

4We have already seen that the ground-state energy of a quantum field theory is divergent, but we
neglected the divergence. In interacting field theories, more divergences appear and we tame them by
redefining the coupling constant g, as we shall see.
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The differential equation (B.10) is equivalent to the integral equation
) = () + [ a6 x — XU )() (B.11)

where 1y(x) is a solution to the homogeneous equation (V2 + k?)1y(x) = 0 and the free-
particle Green’s functions G°(x — x') satisfies

{VQ + kﬂ Glx—x) = d(x—%). (B.12)

The equivalence of these equations is easy to chech by acting on equation (B.10) with V2+£2,
using that (V2 + k?)¢g(x) = 0 and that G°(x — x') satisfies Eq. (B.12). The solution to
Eq. (B.12) is given by

eik\x—x/|
Cx-x) = —— B.13
(x=x) = e (5.13)
and in momentum space the free propagator is
1
G? = ——— B.14
0 = (B.14)
Collecting the various pieces, the integral equation (B.11) can be written as
vo) = - L [t i) (B.15)
x) = "*— — x x )i (x') . .
( 4 |x — x|
For large values of x, we can expand the exponent and write
klx —x'| ~kx—-X %, (B.16)
where k" = kx/x. This implies that the asymptotic wavefunction can be written as
P(x) mekx — LE [ Pylem kX (x!)ih(x) . (B.17)
The scattering amplitude is therefore
1 1/ /
S / e~ U () (x) . (B.18)
™
The Fourier transform of G°(x — x’), ¥(x), and U(x) are given implicitly by
d3p ; ’ 1
Olx — %) — / —ip(xXx) L B.19
(x=x) (27T)3e k2 —p?+in’ ( )
d3p 1p-X
o) = [ Gt i) (B.20)
’p ipx
Uix) = [ e Um). (B.21)
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By going to momentum space, Egs. (B.11) and (B.18) can be written as

Vp) = e k) + o [ U@ - a):
1 d3q

) =~ [ G SU@UK —a) (B.22)

By combining these equations, we can write

dn f(p, k)

-_— B.23
R (B.23)

v(p) = (2m)%0(p—k

Multiplying Eq. (B.23) by —U(k’ — p) and integrating with respect to p, we obtain the
following integral equation for the scattering amplitude

&p Uk
A f(k k) = k) + 4 / %pgk2 = +37]]«“(1),1@. (B.24)

This equation can be solved by iteration. The first approximation to f(k’,k) is found by
ignoring the second term on the right-hand-side of (B.24). This yields

FK k) = TEU& k) . (B.25)

This approximation is called the first Born approximation.
If we take the limit £ — 0, the partial wave method yields

f£(0,0) = —a, (B.26)

where a is the scattering length. The scattering length is an observable that one can measure
in experiments. The idea of using an effective potential or a model potential is to tune the
parameters in the potential such that one reproduces the correct observed scattering length.
This procedure is called matching. Using the delta-function potential, which in momentum
space is U(k — k') = 2m*g, we find the in the Born approximation

myg

fK k) = — : (B.27)

2

and therefore

a=-""g (B.23)
47
where we have used m* = m/2. Using the first-order solution f(k’,k) = —mg/4m in the

integral equation and iterating, we find the second approximation

/ J—
Arf(k' k) = —mg —mg / ) = 7 +”7 (B.29)
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The scattering length then becomes

a = h-m / dp k=
" 7] @r)p?
mg mg. [
= —|1-—= dp| . B.
4%[ p] (B-30)

We have taken the limit  — 0. The integral is divergence and this is because we have
replaced the true potential by a singular delta-function potential. Note that true potential
always goes to zero in the limit p — oo, see Fig. B.2, and so the integral always converges.
This is the price we have to pay by using a simple potential. However, we have systematic
ways of dealing with these divergences and the procedure is called renormalization.
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